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CHAPTER 1 

PREDICTIVE ANALYTICS FOR EFFECTIVE MANAGEMENT 
DECISION MAKING: A FORECASTING APPROACH 

Dr. S. Ramesh, Professor 
Department of Commerce, JAIN (Deemed-to-be University), Bangalore, India 

Email Id- ramesh.srinivasan@jainuniversity.ac.in 
ABSTRACT:  

Forecasting is a crucial component of management decision-making processes as it allows 
organizations to plan and prepare for the future. Forecasting involves the use of past and present 
data to predict future events, trends, and outcomes. Effective forecasting requires a systematic 
approach that involves gathering and analyzing relevant data, selecting appropriate forecasting 
methods, and communicating the results to decision-makers. Managers must also consider factors 
that may impact the accuracy of the forecasts, such as changes in the economic or political 
environment, shifts in consumer behavior, and technological advancements. 

KEYWORDS: 

Data Analysis, Decision-Making, Forecasting, Management, Trends. 

INTRODUCTION 

Businesses of today are always seeking for ways to increase their financial performance. Due to 
the dynamic nature of markets, business forecasters have been crucial to the success of these 
entrepreneurial endeavors by presenting top management with the most precise projections 
available. The goal of a business prediction is to use statistical analysis and subject-matter 
expertise to create reliable projections that will eventually direct subsequent corporate planning 
efforts. In order to give senior management with business decision options that are supported by 
sound statistical research, a skilled business analyst or forecaster must concentrate on identifying 
and monitoring the important business indicators that have an influence on sales and revenue [1]. 

Technology advancements have completely changed how we analyses information and create 
business and economic projections. These developments in forecasting theory and practice are a 
direct result of the complexity and competitiveness of global business growing. A solid knowledge 
basis is crucial since complexity raises the risk involved in business choices. Nowadays, 
forecasting is a tool used by businesses of all sizes to make financial and operational choices. Few 
managers are acquainted with the range of methods that have been developed over the previous 
several decades, despite the fact that most managers are aware of the need for better forecasting. 
They depend on knowledgeable, experienced people. Professionals may use advanced data 
analysis methods for predicting with the use of personal computers. 

Methodologies for forecasting have been around since the eighteenth century. Regression analysis 
serves as one illustration. The subject of forecasting has substantially increased as a result of recent 
innovations like the Box-Jenkins and neural networks. Forecasting experts must master the use of 
these tools as more sophisticated and complicated methodologies are created, just as their 
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managers must get a fundamental understanding of these forecasting options. Most people are 
interested in using these methodologies in their own work in a practical way, even if there may be 
some respect for the theoretical frameworks. This book offers forecasting approaches that 
academics and forecasting experts may utilize to provide management information for making 
decisions. 

Forecasting's goal is to provide managers information that will make decision-making easier. 
Almost every organization, whether it be public or private, works in a dynamic and unpredictable 
environment with incomplete foresight. Organizations require a forecasting process that enables 
them to accurately and promptly anticipate the future since forecasting is a crucial component of 
the planning and control system. Making the proper judgments and being able to predict future 
changes are key components of effective business leadership. Even though there may still be some 
degree of uncertainty in these business choices, forecasting may be utilized as a tool to help. The 
general goal of top management is to make judgments based on anticipating economic elements 
that are important for strategic planning and execution. Forecasters may lessen the level of 
ambiguity around a business choice even if they cannot predict the future with absolute precision 
[2]. 

Managers must make strategic choices in every area of the business structure, from production and 
inventory to buying, accounting, marketing, finance, people, and services, in order to compete in 
the global economy. Many chief executives of multinational corporations (MNCs) are aware of 
how crucial foreign markets are to the expansion of their companies. Several of these businesses 
have a lengthy history of doing business internationally. Others are attempting to profit from the 
altered economic climate brought forth by globalization.  

The structure and scale of these enterprises suggest that businesses operating internationally have 
a significant chance of making financial advantages. Several MNCs generate more than half of 
their revenues outside of their home nations. For instance, companies like Dow Chemical, Coca-
Cola, Honeywell, and Eastman Kodak have long been present on the global market and continue 
to generate large profits from their activities abroad. With operations in more than 200 countries 
and a diversified staff of around 90,500 people, The Coca-Cola Company generated more than 71 
percent of its revenues from sales outside of the United States in 2007. Forecasting is a crucial tool 
in making business choices for these companies. By providing products or services that target 
certain niche markets, smaller businesses are also breaking into the global market. Recognizing 
market opportunities for their goods and making accurate demand projections in these areas are 
essential to their capacity to thrive in these markets. 

DISCUSSION 

When addressing the state of the economy as a whole, policymakers and economists both have to 
make strategic choices. Making sound business choices has depended on generating accurate 
macroeconomic predictions. It may be argued that the shorter time intervals between actions and 
their effects, as well as the speeding up of globalization and technological progress, have made 
forecasting more difficult [3]. Growth, stagnation, or recession the three most basic 
macroeconomic questions have an impact on almost everything significant to a company. After 
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all, the predicted need for higher production greatly influences investments in plant, equipment, 
acquisitions, inventories, systems, employees, and training. Accurate projections are necessary for 
each and every one of these choices. 

Every functional area of company may benefit from the use of forecasting, which is a strong 
instrument. Forecasting is used by production managers to direct their inventory management and 
production plan. Companies with several product lines are worried about minimizing labor and 
material costs. Moreover, the manufacturing process is greatly influenced by trends, the 
availability of materials, manpower, and plant capacity. In light of new product lines, new markets, 
and ambiguous demand circumstances, production managers need frequent short-term predictions 
of product demand as well as long-term demand projections. 

Marketers need projections to help them make choices, just as production managers do. Making 
decisions on marketing strategy and advertising plans and expenditures requires accurate estimates 
of the market's size and characteristics, including market share, pricing trends, sources of 
competition, and market demography. The projection might also take into account inventories, 
sales income, and product demand [4]. A crucial component of product research is forecasting. 
Marketers create their projections using both qualitative and quantitative methods. The Delphi 
method, sales force estimates, customer intention surveys, and the jury of executive opinion are 
examples of qualitative forecasting techniques. These qualitative forecasting techniques are quick, 
affordable, and adaptable. These methods have drawbacks because they rely on subjective 
judgments, which introduce biases, uncertainties, and inconsistencies into the forecast. The time-
series method or causal models are the quantitative methods used to forecast market conditions. 
Later chapters of this book discuss this methodology. 

Service sector industries such as financial institutions, airlines, hotels, hospitals, sport and other 
entertainment organizations all can benefit from good forecasts. Finance and accounting 
departments make use of forecasting in a number of areas. Financial forecasting allows the 
financial manager to anticipate events before they occur, particularly the need for raising funds 
externally. The most comprehensive means of financial forecasting is to develop a series of pro 
forma, or projected, financial statements. Based on the projected statements, the firm is able to 
estimate its future levels of receivables, inventory, payables, and other corporate accounts as well 
as its anticipated profits and borrowing requirements. Cash flow and rates of revenue and expense 
projections are critical to making business decisions.  

In addition, speculation in the asset markets requires the use of effective forecast. The airlines, 
whether large or small, can benefit from good forecast of the load factor, fleet management, fuel 
and other cost projections. In the hotel and entertainment industries, accurate projection of hotel 
occupancy rates, for example, have implications for all the other guest services offered. Hospitals 
have long used forecasting tools to determine the use of emergency room personnel, and cost 
projections. In the sport industry, forecasts are used for ticket sales for any sporting event. Revenue 
projections are made based on the performance of a team during a year or years. Figure 1 illustrate 
the Different Demand of Forecasting Technique. 
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Figure 1: Illustrate the Different Demand of Forecasting Technique. 

The use of forecasts in human resource departments is also critical when making decisions 
regarding the total number of employees a firm needs. This has implications for the resources of 
the firm and the need for training of employees. Such forecasts as the number of workers in 
functional areas, the nature of the workforce (i.e., part-time versus full-time), trends in absentee- 
ism and lateness, and productivity can be helpful in resource planning and management decisions. 

Forecasts are used in the public sector in making decisions in the macro- economy. Economic 
policy is based, in part, on forecast of important economic indicators. Projections of the GNP, 
employment, rate of inflation, industrial production, and expected revenues from personal and 
corporate income taxes all depend on good forecasts. Government uses these forecasts to guide 
monetary and fiscal policy of the country. Among the many uses of forecasts, population (or 
demographic) forecasts play an important role in planning government expenditures on health care, 
social insurance, and infrastructure [5]. 

The above examples of how forecasts are used in the various business and economic activities are 
by no means exhaustive. This simply indicates the significance and breadth of forecasting in 
decision making. Forecasting as a tool in planning has received a great deal of attention in recent 
decades. Part of this increased attention is the need to operate successfully in a dynamic global 
market that is changing constantly. Secondly, with technological advances in computers and quick 
access to firm-generated data, organizations are looking at ways to improve their decision-making 
processes. Furthermore, methodological improvements in forecasting have expanded the ability of 
managers in the private and the public sectors to effectively use these tools in making timely 
business and economic decisions. How to incorporate these developments into the firm’s decisions 
is both an art and a science. Figure 2 illustrate the need of an effective budget system in the 
company. 

Today, firms have a wide range of forecasting methodologies at their disposal. These vary from 
intuitive predictions to extremely advanced quantitative approaches. Each of these strategies has 
its pros and limits. To employ them correctly is an art. A manager must choose a certain technique 
based on both personal experience and professional judgment. The skill of predicting is in knowing 
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when it is necessary and knowing how to combine qualitative and quantitative data. This paper 
addresses forecasting methods that may support management choices made with common sense. 

 

Figure 2: Illustrate the need of an effective budget system in the company. 

The scientific foundations of model construction include the science of predicting. As in any other 
branch of science, scientists start by offering the most straightforward explanation for a 
phenomenon. The model is often regarded as a suitable instrument for future prediction if it 
accurately captures the circumstances of the actual world and its outcomes match observable 
phenomena. On the other side, scientists adopt more sophisticated models if the basic model is 
unable to adequately capture or explain the observed occurrence. The number of assumptions that 
must be made in a model increases with its complexity [6]. 

Simple models have been employed by economists to identify data patterns, which have 
subsequently been utilized to make future predictions. An economist may use an economic theory 
or model, which is a collection of definitions and presumptions, to explain certain kinds of 
occurrences. An economic theory outlines the process through which certain economic variables 
interact, usually in the form of a set of equations. For instance, according to the theory of consumer 
choice, customer preferences, income levels, the cost of the item in question, as well as the cost of 
comparable products and services, all influence how much of a given thing people would purchase. 
According to this notion, when a good's price increases, fewer people will normally buy it. There 
are theories in macroeconomics that suggest the overall amount of investment is influenced by the 
interest rate. These theories specifically suggest that higher interest rates would deter investment 
in real capital development (investment). We must ascertain the accuracy of these theories' 
predictions (forecasts) of economic events in order to assess their utility. To capture the effect of 
the many factors on the model under these circumstances, multivariate models are utilized [7]. 

A company must have a systematic forecasting process that can be swiftly implemented and 
changed in order to consistently provide accurate projections as required. The forecaster benefits 
by following a procedure that is based on the scientific method, just as in any other scientific 
activity. The instructions that make up the language of the scientific method are descriptions of 
sequences of acts or procedures that are precise enough for anybody to follow. These guidelines 
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are referred to as "operational definition." An operational definition should include a list of all 
steps required to repeatable produce the same outcomes. 

Forecasting procedures might be simple or complex. It starts when an organization's management 
needs a response to a management decision. For instance, they can inquire as to whether a product's 
enhancements would result in a material rise in demand. In other circumstances, the management 
could request a prediction if they need to commit a significant number of resources to a project or 
if a situation in the business environment indicates that a choice has to be made. A forecast's 
opening statement is a question. The forecaster is in charge of making sure that the forecast's goals 
are spelled out in detail [8]. It is crucial to understand why the prediction is required and how the 
outcomes will be utilized. Depending on the kind of issue and the forecast's duration, organizations 
create unique predictions. For instance, opposed to production projections that are weekly or 
monthly, capital budget estimates are long-term in nature. 

After the choice is taken to create a prediction, a theoretical model that addresses management 
concerns must be created. The link between the model's many variables may be elaborated on 
using the theoretical framework of the model. It also enables the division of impacts into internal 
and external elements. The term "internal factors" refers to those variables that the company may 
influence. Price, product quality, product attributes, marketing and advertising expenses, and 
logistics are a few examples (distribution facilities). Elements that are external to the company 
operate beyond the firm's control. The interest rate, the rate of inflation, income, employment, and 
the exchange rate in global trade are examples of exogenous influences. In addition, we may 
choose a trend or regression model for this assignment if management is interested in a long-term 
trend projection. The moving average, exponential smoothing, or Box-Jenkins models, for 
example, may be used in the analysis if management is interested in a short-term prediction, i.e., 
weekly or monthly forecasts. 

The forecaster is now prepared to acquire data that supports the analysis's conceptual framework 
after determining the theoretical model. The information may originate from company records or 
from other sources.  

The kind and quality of the data being collected should be carefully considered. Unless it is 
essential to their everyday operations, businesses often do not gather disaggregated data. The 
company may need to obtain such data when highly disaggregated data are required to produce a 
projection. It could take more time and money to do so, which would make forecasting more 
difficult. When presented with a situation like this, the forecaster must weigh all of the potential 
outcomes before making a prediction [9]. 

Data analysis should not be seen as only a mechanical procedure. The forecaster should get quite 
familiar with the characteristics of the company and the sector it represents before calculating the 
forecasting model.  

The market structure in which the business works, the sources of competition, the company's 
position within the industry, etc., are all examples of information that aids in forecasting and should 
be thoroughly examined. As a result, the forecaster may see the predicted model in a dynamic way. 
Changes may be made at this point if a need to reassess the findings arises. Models should be 
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examined for validity and reliability. To evaluate the model's accuracy, forecast and actual 
outcomes should be compared. At this point, evaluation acts as a control procedure. Sometimes, 
the dependability 

The model's reliability and validity increase with the addition of new variables, changes to the time 
frame, or adjustments to the data's periodicity. The forecast should be modified appropriately using 
the feedback loop. Presenting the findings to management is the last step in the forecasting process. 
The management of the company seeking the prediction must realize that, even if the duty of giving 
a forecast may be finished, the process of fine-tuning the forecast has not. To be clear, a good 
prediction is dynamic rather than static. The management would benefit from developing a process 
for regularly assessing its projections and from being aware that unforeseen market changes can 
affect the predicted model's underlying assumptions, necessitating a new estimate. Forecasters in 
the information age have access to a broad variety of datasets that may be quickly accessed for use 
in predicting. Aggregate and disaggregate data for private and public sector organizations is 
sourced from various databases [10], [11].  

CONCLUSION 

Forecasting is a critical tool for management decision-making. It allows organizations to anticipate 
future events, trends, and outcomes, enabling them to plan for and respond to potential risks and 
opportunities. Effective forecasting requires a systematic approach that involves gathering and 
analyzing relevant data, selecting appropriate forecasting methods, and considering factors that 
may impact the accuracy of the forecasts. By using forecasting techniques, managers can make 
informed decisions about future investments, resource allocation, and strategic planning, enabling 
their organizations to stay ahead of the competition. Overall, forecasting is a vital component of 
effective management decision-making, and organizations that prioritize it are more likely to 
achieve long-term success. 
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CHAPTER 2 

UNVEILING DATA PATTERNS FOR IMPROVED FORECASTING: A 
COMPARATIVE ANALYSIS OF FORECASTING TECHNIQUES 

Dr Yavana Rani.S, Associate Professor 
Department of Decision Sciences, CMS Business School, JAIN Deemed to-be University, Bangalore, India 

Email Id- dr.yavanarani@cms.ac.in 
 

ABSTRACT: 

Data patterns and the choice of forecasting techniques are two important aspects of time series 
analysis. In this context, data patterns refer to the underlying structure of the time series, such as 
trend, seasonality, and cycles. Understanding these patterns is crucial for selecting appropriate 
forecasting techniques, which can accurately predict future values of the time series. There are 
several techniques available for forecasting time series data, including simple moving averages, 
exponential smoothing, and ARIMA models. The choice of technique depends on the type of data 
pattern present in the time series, as well as other factors such as the amount of available data and 
the desired level of accuracy. 

KEYWORDS:  

Cycles, Data Patterns, Forecasting Techniques, Seasonality, Time Series Analysis. 

INTRODUCTION 

Forecasting in real-world business is a combination of science and art. It is a science in that 
accurate forecasting will always be improved by the proper use of advanced statistical methods. 
Empirical evidence seldom, if ever, accurately predicts the outcome of an art. The user must pick 
amongst many relationships to find the equations that will provide predictions that are as accurate 
as possible. This book does not claim that prediction error can be totally eliminated; rather, it 
demonstrates how to reduce it. A number of forecasting techniques may be used to this end. These 
approaches will often complement one another rather than be antagonistic. Predicting the course 
of change alone may work in certain cases.  

For instance, a model that could successfully forecast the direction of the stock market the next 
day would be very useful and lucrative, even without knowing how much it would increase or 
decrease. Despite several attempts, no such model has ever been successfully built, and the 
objective is likely to remain elusive. On the other hand, because monthly movements in the CPI 
have been negative just about 1% of the time during the previous 40 years, a model that predicted 
the direction but not the size of change in the consumer price index (CPI) the next month would 
be essentially meaningless [1]. There are several forecasting methods, and not all of them are based 
on exact statistical methods. The finest predictions may sometimes come from educated 
judgement, like when "insiders" have access to corporate information that no one else has. Surveys 
may provide helpful information on predictions for the whole economy, certain businesses or 
enterprises, or specific sectors. These techniques should be used if they increase predicting 
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accuracy. These are just briefly covered in this work since there is no reliable method to determine 
how much educated judgements or survey approaches have improved prediction accuracy. The 
emphasis of this article is on demonstrating how statistical and econometric techniques may be 
utilized to build forecasting models and reduce prediction errors. Originally, structural equations 
were used to construct the majority of economic projections; more recently, time-series analysis 
has been more successfully used. Both systems' advantages and drawbacks in terms of producing 
the best projections are noted. 

The focus of this book is on useful business forecasting; it is not a theoretical treatise. Because of 
this, the number of theorems and proofs which are also present in many other texts will be reduced 
to a minimal, with the majority of the content focusing on real-world forecasting instances. This 
work will specifically show how statistical theory often has to be modified to account for those 
issues that come up in real empirical estimate. It is not appropriate to disparage or disregard 
techniques for modifying the models to improve predicted accuracy since they are a crucial 
component of real-world business forecasting [2]. Probability theory and other mathematical 
techniques are used in statistics to help people make better decisions when there is uncertainty 
present. In addition to being extensively employed in economics, statistical theory and findings 
are also relevant to a broad range of other fields, including as sociology, agriculture, astronomy, 
biology, and physics. 

When there is doubt, whether it stems from chance or a lack of knowledge about the real 
connection behind the test, statistics are used to offer solutions. We know the underlying 
probability distribution and, thus, the percentage of straights that will be dealt in a poker hand over 
the long run, but we do not know what the following hand will reveal, to demonstrate the first 
example. For example, we probably don't understand the real underlying link between capital 
expenditure and interest rates, or between inflation and unemployment rates, or between changes 
in the value of the dollar and net exports economic situations in which the underlying probability 
distribution is understood are uncommon [3]. Applying statistical and mathematical techniques to 
the study of economic data in order to support or challenge economic ideas is known as 
econometrics. The application of structural equations allows for the proof or denial of a certain 
hypothesis. Comparatively, the use of statistical techniques with economic data to get parameter 
estimates without mentioning a specific theory is growing. 

DISCUSSION 

Time-series analyses, and integrated autoregressive moving-average (ARIMA) models are one 
such method. There is no effort to assume an underlying theory; instead, these models simply 
correlate a given economic measure with its own lagged values after adjusting for trend and 
seasonal influences. Although while statistical or econometric approaches are often used in 
economic forecasting, this need not always be the case. Some predictions don't use any math at 
all; for instance, surveys or polls might provide accurate forecasts without using any econometric 
approaches. These projections, however, are not included in this book. The majority of the 
examples will only apply to predictions that make use of statistical techniques. 
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No prediction is ever accurate, and predictions of what will happen in the future almost always 
include mistakes. Everybody who has ever made an effort at prediction is aware of it. On the other 
hand, forecasting may be quite helpful if it yields more accurate results than other approaches to 
making predictions about the future. So, the relevant test for any prognosis is not whether the 
findings are correct in comparison to the alternatives, but rather how accurate they are. The 
acceptable response is always "Compared to what?" similar to the classic Henny Youngman one-
liner "How's your wife?" 

The distinction between the art of predicting and the science of statistics and econometrics is 
underlined throughout the whole book. The majority of theorems and proofs in those domains are 
based on improbable assumptions about the distribution of the error components, and they also 
assume that the method used to generate the data is constant for both the sample period and the 
forecast period. Indignantly referred to as ad hoc adjustment and unworthy of the name of 
econometrics, adjusting models to get better projections when these assumptions are not fulfilled 
is a common practice [4]. From 1940 to 1970, theoretical improvements in statistical and 
econometric processes received the majority of focus, but systematic approaches to forecasting 
adjustments to increase their accuracy received little attention. The emphasis gradually shifted to 
developing techniques that produced useful forecasts even if they did not follow the theoretical 
procedures developed in earlier decades as macroeconomic models failed to foresee any of the 
major changes in the economy in the 1970s. 

The fundamental problems in forecasting, as opposed to econometrics, have been categorized by 
Clements and Hendry 1 in Predicting Economic Time Series, a reference book that is suggested 
for persons with more advanced mathematical abilities. "The features of the real-world forecasting 
venture that give rise to the sources of forecast error induce a fairly radical departure from the 
literature on "optimal" forecasting and at the same time help to explain why some seemingly ad 
hoc procedures work in practice," they write [5]. 

 
Figure 1: Illustrate the Comparative analysis of forecasting methods based on evaluation 

metrics for different datasets with different sample sizes. 

Compared to Clements and Hendry, this method is much less rigorous mathematically. Also, the 
discussion of forecasting accuracy begins with structural models and then moves to time-series 
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analysis, contrary to the procedure that they (and others) use. Yet the methodology in which real-
world practical forecasting is approached is very much in the spirit of their approach. While the 
method of least squares is used for the vast majority of the examples, the reader should always 
keep in mind that the assumptions of the classical linear model seldom hold in practical business 
forecasting. Figure 1 illustrate the Comparative analysis of forecasting methods based on 
evaluation metrics for different datasets with different sample sizes. 

In many cases, the underlying data generating function has shifted, the variables are not normally 
distributed, the residuals are not independent, and the independent variables are not known at the 
time of the forecast. Even more important, repeated rerunning of regression equations, and the 
substitution of different empirical data series that measure the same theoretical concept, often help 
to improve forecasting accuracy but are outside the constructs of the classical linear model. For 
this reason, the statistical estimates generated under those assumptions must be interpreted 
carefully, and often with a degree of skepticism. It is too crude to say that what makes the best 
forecasts is “whatever works,” but that is closer to the spirit of the present approach than the 
method of choosing rigorous statistical techniques that minimize the root mean square error or 
other similar measures in the sample period but generate suboptimal forecasts [6]. 

Sometimes structural econometric models provide better forecasts, and sometimes the results from 
ARIMA models with no economic structure are better. In certain cases, the combination of these 
methods will generate better forecasts than either method separately. Far from being relegated to 
the criticism of ad hoc adjustments, changing the model during the forecast period will invariably 
produce better results than a “pure” unadjusted model, provided it is done properly. 

As Newbold and Granger have written, “the evaluation criteria employed should be as demanding 
as possible since the object ought to be self-criticism rather than self-congratulation”. The principal 
aim should be to build a forecasting model that will generate the smallest forecasting error, not 
necessarily maximise the goodness-of-fit statistics over the sample period. The reader should 
always keep in mind that any forecasting model, no matter how sophisticated the underlying 
statistical techniques, must perform better than forecasts generated by random variables or naive 
methods. That means always checking whether the model provides better results than other 
methods that are available – including naive models, surveys, and qualitative judgments. A naive 
model generally assumes that the level or rate of change of the variable to be predicted this period 
will be the same as last period, or the change this period will be the same as the average change 
over an extended time period. 

For a time, series without any significant trend, such as the Treasury bill rate, a naive model might 
state that the bill rate this month will be the same as it was last month. For a time series with a 
significant trend, the naive model would usually be couched in terms of percentage changes. For 
example, a naive model might state that the percentage change in the S&P 500 stock prices index 
next month will equal the percentage change last month, or it might equal the average percentage 
change over the past 480 months. A more sophisticated type of non-structural model incorporates 
regression equations using lagged values of the variable that is to be predicted. If more complicated 
modelling techniques cannot generate forecasts that beat these naive models, the model building 
attempt is presumably not worthwhile [7]. For people engaged in industry and finance, where 
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having more accurate forecasts than your competitors will materially improve profitability, 
forecasts are useful if they provide results that are more accurate than the competition’s. 

A model that accurately predicted the direction of change in the stock market the next day 60 
percent of the time would be tremendously valuable even though it would be wrong almost half 
the time – regardless of the methodology used to develop those predictions. In a similar vein, 
calculations by this author have shown, in some semi-annual polls of economists published in the 
Wall Street Journal, over 50 percent of the forecasts incorrectly predicted the direction interest 
rates would change over the next six months. Hence any model that could even predict the direction 
in which interest rates would move over the next several months would significantly improve the 
current status of forecasting financial markets. 

And the option not to anticipate at all involves throwing up the towel and declaring that any 
departures from historical patterns can never be expected. Only if the variable in issue constantly 
expanded at the same pace and was never exposed to external shocks would that be the case. Yet 
even if events are genuinely unexpected a (an oil shock, a war, a wildcat strike, a factory disaster) 
forecasting models can astill give important assistance showing how to get back on track. Almost 
everyone who has a managerial or executive position in business or finance makes predictions 
about the future. These estimates will never be exact, but if the practitioner uses strong statistical 
approaches and has the flexibility to modify the predictions when actual occurrences deviate from 
expected values, they are likely to be much improved. 

Forecasters are humbled by their work. This does not necessarily imply that those who chose 
predicting as a career are modest; in fact, the contrary is more likely to be true. Yet, unlike 
economic theories, which can endure for decades before anybody can ever confirm whether they 
are true or helpful, forecasters typically learn fast whether or not their ideas are valid. It is 
sometimes stated that forecasting economic variables is not a helpful activity since highly visible 
projections of the entire economy or financial markets have built a very lacklustre track record 
over the previous 30 years. The majority of consensus predictions for real GDP, inflation, and 
interest rates haven't been substantially more accurate than those made by naïve models, in fact. 
Others have drawn the conclusion that predicting models do not perform very well in light of these 
findings. But, before coming to that conclusion, we need look at the root of these forecasting 
blunders. Imagine, for instance, if the majority of analysts believed that interest rates would rise 
as a result of impending inflation. 

In anticipation of this, the Federal Reserve tightened policy to such an extent that inflation 
plummeted and, by the time six months had passed, interest rates actually declined. Whilst I don't 
claim that always happens, this is a plausible theory. It is thus necessary to classify the main causes 
of these mistakes before starting our investigation of how to decrease forecasting errors. Others 
can be lowered using a number of techniques that will be covered in this book, while others may 
be intractable [8]. The theory of economic forecasting is pretty well established when the 
econometric model and the process producing the model agree in a world that doesn't change and 
when the underlying facts are reliable and accurate. In these situations, the forecast period's root 
mean square forecasting error shouldn't be more than what the sample period data suggest. 



 14 Principles Business Forecasting 

This is a rare occurrence; most projections call for the act to establish a shop three blocks away. 
Before, a recession was associated with a stronger dollar on a macroeconomic level; now, it is 
associated with a lower dollar. Once American Can changed its business to provide financial 
services, entirely new issues started to affect its corporate profitability. While structural changes 
may be clear when put in such blunt words, they often take place in a more subtle way. 
Macroeconomists predicted that the US economy would develop at a slower pace from 1997 to 
1999, between 2-2 12%, but real growth stayed close to 4% each year. Forecasters anticipated that 
full employment would lead to increased interest rates, declining stock values, and slower GDP, 
but this did not materialise. There were some fundamental changes in the economy, at least in 
hindsight. For one reason, greater inflation was no longer caused by full employment. 
Additionally, the technology revolution raised capital investment and productivity growth more 
quickly. But, even after a number of years, the consensus prediction was unable to predict this 
change. 

Even after the best model has been estimated, certain terms may still be ignored. Model 
misspecification may result from the model builder's ignorance. These variables may often be 
expectational variables for which no data are available. For instance, economists agree that the 
predicted rate of inflation, a quantity that cannot be easily observed, influences bond rates. A 
business may discover that although lowering prices by 5% would not result in any competitive 
backlash, doing so by 10% would result in rivals matching the reduced pricing. The variable that 
would be absent in this scenario is the threshold at which rivals would react, which itself is subject 
to change over time. 

Moreover, the underlying model could not be linear. The acquisition of capital goods with lengthy 
lifespans as opposed to computers and cars tends to expand more quickly when the rate of capacity 
utilisation is high than when it is low, according to one reasonably simple and often reported 
example. Although if interest rates are low, financing is freely accessible, stock prices are growing 
quickly, sales are thriving, and profits are surging, capital investment on long-lived assets is often 
slow at the start of a business cycle upturn. Even though borrowing rates are higher and growth is 
slower, once businesses reach their maximum capacity, they are more inclined to boost this kind 
of capital investment. This issue may be improved to some degree by adding variables that cause 
the equation to be nonlinear; I'll talk about one such case later. For instance, investment could 
increase more quickly when the rate of capacity utilisation is higher than a certain threshold (let's 
say 85%) than when it is lower. 

A simple rule of thumb, however, will often lead to model misspecification since a given level of 
capacity utilisation would affect investment differently depending on the average age of the capital 
stock. An effort to determine the precise pace of capital expenditure there are three main sources 
of data that are often utilised to estimate forecasting models. The Federal Reserve Board of 
Governors, the Bureau of Economic Analysis (BEA), and the Bureau of the Census are among the 
federal institutions that produce the majority of macroeconomic statistics. Individual businesses 
generate financial market information on the sales and profitability of certain companies. The 
Conference Board index of consumer attitudes and the National Association of Purchasing 
Managers index of business conditions in the manufacturing sector are two examples of the many 
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industry associations and private sector organizations that produce indexes of consumer and 
business sentiment, as well as measures of economic activity that fall into the intermediate 
category [9]. 

The vast majority of macroeconomic or industrial statistics are collected by sampling, which 
implies that only a very tiny portion of all transactions are measured, with the exception of 
particular data based on prices provided in financial markets. Data collecting techniques are 
sometimes insufficient, even when considerable effort is made to count every participant. Every 
individual in the US is meant to be tallied at the decennial census, however statisticians generally 
agree that the reported population in major cities is much lower than the actual population, with 
many of the uncounted persons being illegal immigrants. Hence, certain inaccuracies persist even 
in this most thorough data gathering endeavour that is designed to count everyone. The assumption 
that mistakes from smaller samples are comparatively bigger is plausible. 

Almost all government-collected and -provided macroeconomic and industrial data series have 
been updated. The aforementioned issuing organisations make an effort to provide monthly or 
quarterly statistics as soon as practicable after the period has concluded. The term "advance" or 
"preliminary" data is often used to describe these releases. These results are then typically amended 
during the next several months. They are then changed once again using yearly benchmarks, and 
these modifications often take seasonal changes into account. Lastly, they are updated once more 
using five-year censuses of the manufacturing, service, and agriculture industries. 

Moreover, revisions may be made to some of the more extensive statistics due to methodological 
changes, like the GDP and the CPI. The data that the federal government prepares and releases 
often undergoes significant modifications. This may occur when preliminary data, which are 
published soon after the relevant time period has finished, are based on a small sample and are 
later corrected when more complete data become available. Other times, seasonal elements change 
throughout time. The updated data accurately reflects this new information. 

That since a stronger currency attracts foreign investment, interest rates will be lower than they 
otherwise would be. Each of these hypotheses can be independently tested, but without additional 
modifications, they are worthless for forecasting either the dollar's value or interest rates since they 
reach opposing results. This is a sign of a bigger forecasting issue, where an in isolation, a single 
theory could provide solid empirical findings, but since the variables it holds constant are in 
actuality constantly changing, it might be worthless for predicting. 

These illustrations provide a sense of the difficulties in creating a useful forecasting model. Several 
of the examples feature many variables that must be predicted concurrently in conjunction with 
one another. Yet, model designers often err by failing to recognise the false correlation generated 
by similar trends in a number of the time series, even in circumstances when the independent 
variables are genuinely known beforehand and are therefore truly exogenous. 

It is very difficult to create forecasting models using econometrics. "Econometric modelling is an 
activity that should not be done for the first time," as Clive Granger put it.  To create effective 
forecasting models, practise is required. The foundation for estimating regression equations may 
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come from statistical theories, but every modeller must still address the following practical issues: 
Where do I obtain the data? How should the data be gathered and organised? 

There are hundreds, if not thousands, of data sources, as well as several graphical programmes and 
efficient econometric tools. Yet, this author and his colleagues have discovered that providing 
model builders with an exhaustive list of potential sources does not assist. This essay takes a more 
eclectic approach, giving the information sources and software programmes that have served us 
well in our own research. Nowadays, the Internet is a great resource for finding a lot of pertinent 
information. The addresses in this book come with the accompanying warning: These regularly 
change, and sometimes new connections are not provided. Nonetheless, even if the locations have 
changed, it should be simple to locate them by simply explaining the relevant data sources [10]. 

It is advisable to review the data for flaws before utilizing it for any kind of analysis. Spending a 
lot of effort developing and testing a model only to discover the underlying data are inaccurate is 
one of the most frustrating experiences. The data will often be indicated as being seasonally 
adjusted or unadjusted, however when the model is being used for forecasting, differing techniques 
of seasonal adjustment might generate a range of issues. Also, it is always advisable to look for 
outlier observations and missing or incomplete data, both of which might significantly skew the 
model's predictions used to calculate the association between income and a variety of factors, 
including geography, family size, race and age. 

CONCLUSION 

A comparative analysis of forecasting techniques is essential for businesses and organizations to 
make informed decisions about future trends and developments. Different forecasting techniques 
have their strengths and weaknesses, and it is crucial to choose the appropriate method based on 
the nature of the data, the purpose of the forecast, and the level of accuracy required. The accuracy 
of a forecasting technique is influenced by several factors, including the quality of the data, the 
selection of appropriate variables, the time horizon, the level of detail, and the forecasting model's 
complexity. Some forecasting methods, such as quantitative models, rely heavily on statistical 
analysis and historical data to generate forecasts. Other techniques, such as qualitative methods, 
involve expert judgment and subjective assessments to forecast future events. 
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ABSTRACT: 

The Macro economy and Business Forecasts are important factors for decision-making in business, 
economics, and government policy. The macroeconomic encompasses the overall performance of 
the economy, including inflation, employment, GDP, and interest rates. Business forecasts, on the 
other hand, are predictions of future business conditions, such as sales, revenue, and profits. 
Forecasts are essential for businesses as they help them make informed decisions about investment, 
hiring, and production. Accurate macroeconomic and business forecasts can also aid government 
policymakers in creating policies that stimulate economic growth and stability. 

KEYWORDS: 

Business Forecasts, Decision-Making, Economics, Government Policy, Inflation, Macro 
Economy. 

INTRODUCTION 

The Congressional Budget Office often uses statistics from the Federal Revenue Service to assess 
how certain tax law changes will affect people at different levels of income distribution, such as 
whether a given tax reduction would mostly benefit the "rich" or the "poor." Data from consumer 
surveys show how much money is spent on various products and services at various income levels. 
For instance, economists could wish to look at the spending patterns of a certain set of customers 
to ascertain their income, savings, and consumption patterns (the proportions of money spent on 
food, rent, vehicles, vacations, etc.) in a given month, say June 1995. Similar surveys may be used 
to compare the kind of things that customers in, say, New York City and Denver, Colorado, buy. 
Individual businesses utilise cross-section analysis to learn more specifically about who purchases 
their items in supermarkets and department shops. Based on age, income, eating habits, cigarette 
and alcohol use, parental health history, and other characteristics, data on personal health gathered 
at a particular period may be used to identify the types of people who are most at risk for 
developing certain illnesses [1]. 

Cross-section data are often used in econometric research. For instance, researchers could be 
curious to know how various consumer groups responded to tax changes in the past. Cross-section 
statistics have been used by economists to identify the causes of a country's general growth rate, 
including governmental policies, the saving and investment ratio, population education, and many 
other variables. Financial advisers would be interested in calculating the likelihood that a 
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municipal bond issuance will default based on the municipality's per capita income, age, sex, and 
racial characteristics, the projects the money will be used for, the current tax base and growth in 
the base, and other factors. The use of cross-section data to forecast different occurrences has many 
additional practical applications, some of which will be discussed later in this book. 

Panel data are cross-sectional data that have been examined using the same sample at many points 
in time. For instance, the June 1995 statistics may have been flawed since, on average, people only 
purchase a new automobile every four years, making that month out of the ordinary. Consequently, 
questions regarding income, savings, and consumption might be asked of the same persons in 
January 1997 and at subsequent times. These people's spending habits might be monitored over a 
longer period of time to help identify how much is saved at various income levels, whether upper-
income people spend a bigger percentage of their income on housing, transportation, or medical 
care, or a variety of other goods [2]. 

 Another question that may be answered using panel data is whether people who began smoking 
cigarettes at an early age continued to smoke throughout their lives, while others who started 
smoking later found it easier to stop. This data might also be used to examine if a rise in cigarette 
excise taxes has a longer-term or shorter-term impact on smoking reduction. Even if they are 
estimating sales for a specific sector or firm, forecasters that utilise time-series data often use 
government statistics. 

These projections will depend on the state of the US and global economies, unless they are fully 
influenced by technology. There are 70 agencies that provide US economic statistics, according to 
the major US government data search engine (see section 2.2). Nevertheless, the Bureau of 
Economic Analysis (BEA), the Bureau of the Census, the Bureau of Labor Statistics (BLS), and 
the Board of Governors of the Federal Reserve System are the primary data sources for the majority 
of economic forecasting requirements (Fed). The Federal Revenue Agency's Statistics of Income 
Division, the Department of Agriculture's Economic Research Service, and the Department of 
Energy's Energy Information Administration are a few other crucial government data sources. The 
discussion at this stage will be restricted to the first four agencies since this is a small book on 
predicting as opposed to the sources of government data. 

The BEA, which is a division of the Commerce Department, produces the National Income and 
Product Accounts (NIPA). BEA calculates and publishes data on GDP in current dollars and 
adjusted for inflation, consumption, and personal and corporate income. Moreover, BEA provides 
thorough information on employment and personal income by precise industry categorization for 
each state, county, and city. The BEA gathers and analyses data that has been gathered by several 
other governmental organisations. The Bureau of the Census, which is a division of the Department 
of Commerce, gathers the majority of the series that are used as inputs for NIPA. 

The decennial count of every person in the nation is undoubtedly the Census Bureau's most well-
known accomplishment, yet it only makes up a tiny portion of its overall work. Census is the 
publisher of the majority of the monthly statistics on economic activity that the government issues. 
These reports contain information on wholesale and retail sales, inventories, housing starts and 
building activity, exports and imports, manufacturing shipments, orders, and inventories. The 
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statistics in the census publications mentioned below are all accessible on a monthly basis, in 
contrast to the majority of NIPA numbers (apart from consumption and income), which are 
quarterly data [3].  Moreover, Census releases the Quarterly Report for Manufacturing Companies, 
which offers information on all significant balance sheet and income statement elements for all 
significant manufacturing sectors, organised by asset size. The BLS, which is a division of the 
Labor Department, releases data on wages, prices, employment, unemployment, productivity, and 
labour costs on a monthly basis. 

DISCUSSION 

The most immediate influence on financial markets comes from the BLS statistics. The most 
frequently followed economic indicators by financial markets are the producer pricing index and 
consumer price index (PPI and CPI), as well as the Employment and Earnings Report, which 
provides information on employment, unemployment, and pay rates. The BLS also gathers 
monthly information on employment and unemployment in states and metropolitan areas [4]. The 
Fed is the fourth important source of government statistics. The majority of its publications, as 
might be anticipated, deal with monetary issues, such as the money supply, bank assets and 
liabilities, interest rates, and foreign exchange rates. The Fed does, however, also publish data on 
industrial output and capacity utilisation for the whole economy as well as for each specific 
manufacturing sector. 

The majority of the important figures that economists rely on are gathered and published in a 
monthly report by the Council of Economic Advisers named, fittingly enough, Economic 
Indicators. It costs $55.00 annually from the Government Printing Office and includes little over 
500 series of economic data as of 2002.  Economic Indicators does not include a lot of historical 
data since it is intended to provide the most current statistics. While monthly and quarterly statistics 
are only provided for recent years, this may be found in the yearly editions of the Economic Report 
of the President, a good source for annual government data. 

The Commerce Department's Survey of Current Business includes complete NIPA tables and a 
few additional series, although it now has far less data since budget constraints removed thousands 
of items from its tables. You may get all the information in that publication by going to the BEA 
homepage at www.bea.doc.gov and following the instructions. In order to get data for GDP by 
industry, state personal income, and a variety of regional economic statistics, CD-ROMs may be 
ordered from the BEA order desk for a fee ranging from $20.00 to $35.00. Viewers of this website 
may also get specific NIPA accounts tables and information for certain US states. 

For those who need access to government statistics right away, the Commerce Department offers 
STAT-USA, a service that delivers all important economic reports minutes after the relevant 
federal department releases them. It costs at least $175 a year to subscribe in order to get the info 
right now. For individuals who regularly monitor the data and rely on those figures to make 
financial market judgments, it is well worth the effort, but for those who are just developing a 
quarterly or yearly model, time is often not of the concern. Figure 1 illustrate the Leading 
Indicators in economics [5]. 
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Figure 1: Illustrate the Leading Indicators in economics. 

The Statistical Abstract of the United States, which is published yearly by Census, is the ideal 
place to start for "one-stop" shopping for people who are unfamiliar with the range of government 
statistics. The majority of the 1500 tables of data in it relate to the US economy, and it also includes 
a list of websites. We have only examined US government data up to this point, but a rising number 
of commercial apps use data from other countries. Most other industrialised nations have central 
sources of data comparable to the US, which is helpful for people who are creating particular 
models of other nations. The majority of the time, however, model builders will want general 
summary statistics for a wide range of nations. These statistics could be used, for instance, to 
identify which nations have the highest potential for growth, the best locations for new factories, 
or the highest risk of currency depreciation. 

For broad information about the world, there are two sources. The first is the Organization for 
Economic Cooperation and Development (OECD), which has its headquarters in Paris but also 
maintains a presence in Washington, DC, where the majority of its statistical reports are kept. It 
releases a number of data volumes, mostly NIPA numbers and fundamental information on 
employment, output, and pricing. The majority of the data series are available exclusively for the 
29 OECD nations and are published on a monthly or quarterly basis [6]. 

Around 170 nations are covered by the International Monetary Fund (IMF), which is based in 
Washington, DC, however practically all of the series are yearly. As might be anticipated, its series 
primarily focus on financial information, balance of payments data, and exchange rates, with few 
information on actual output, production, prices, and employment. Visit Statistics Canada's 
website at www.statcan.ca to find specific statistics for Canada. The European Central Bank's 
website, ecb.int, provides data for Europe. The Economist magazine, which can be viewed at 
www.economist.com, includes significant economic series for important nations in each weekly 
edition for people who wish to stay current on foreign statistics at a reasonably low cost. Certain 
statistics are accessible to all users, while the majority are only available to subscribers of the 
publication's print edition. 
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For individuals curious about demographic and socioeconomic statistics, the Census Bureau 
maintains extensive databases for 227 nations and regions. The University of Chicago's Center for 
Research on Security Pricing is the go-to source. Yet, individuals who simply want to evaluate a 
small number of organisations or need data for a little period of time are probably not in need of 
that enormous database. A free CD-ROM containing daily stock market data for up to 15 years 
will be sent by Worden Brothers, which may be reached. They expect customers would update the 
data at $1/day, but even if they don't, the CD-ROM will provide a tonne of historical information 
on certain companies. 

Accessing the Web is your best option. One handy resource with more than 50 databases that 
provide specific business data is Hoover's Online. Public Register's Annual Report Service, which 
offers free annual reports for more than 3,600 businesses, is one of such databases. All reports that 
must be submitted by public corporations are available in the Securities and Exchange 
Commission's EDGAR file; most individuals wouldn't require them, but it may be a useful 
resource. 

The Conference Board and University of Michigan are responsible for conducting the two 
important surveys. The Conference Board is open to having their data shared and offers a lot of it 
for no cost or a little price. On the other side, the University of Michigan worries that few people 
would subscribe if they release the findings of their poll. Yet, as all wire services publish their 
stories shortly after they are published, the information may be accessed secondhand from a variety 
of sources. The Conference Board, however, offers a considerably better client experience. This 
author has conducted empirical research and discovered just a little difference between the two 
series [7]. The National Association of Home Builders and the National Association of Realtors 
conduct the major surveys. These surveys include information on the number of houses sold, the 
average price, building attributes, and customer attitudes towards the possibility of making a 
purchase in the near future. In both instances, the aggregate statistics are provided for free, but the 
particular reports' data must be paid for. 

Published by the National Association of Purchasing Managers is the most well-known survey. It 
is published monthly and is based on surveys regarding shipping, production, employment, 
delivery times, and particularly prices paid and received that were completed by roughly 250 
buying managers. There are also a number of regional purchasing managers' indexes that are 
produced, most notably for Chicago and New York, but the national survey is far more commonly 
used since it is widely believed to be more accurate. The American Iron & Steel Institute, 
Association for Manufacturing Technology previously Association of Machine Tool Builders, 
American Petroleum Institute, Electronics Industry Association, Dataquest Gartner for computer 
shipments and revenues, and Semiconductor Industry Association are some of the major 
associations that will make their summary data accessible for free or at a low cost. 

Many people who create models want to be able to access whole history series of quarterly or 
monthly data without having to manually enter it in. Basically, there are three options. The first 
step is to copy and paste each series from the Web; this part covers the main sources of data from 
the Internet. Second, each government agency has the option to order CDs or discs. Finally, by 
buying a complete database from a commercial vendor, you may hire someone else to execute the 
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labor-intensive work for you. Haver Analytics assembles the datasets utilised in combination with 
EViews. Similar databases are offered by other commercial providers, although at somewhat 
higher costs. The information cited in this essay, unless otherwise noted, was either directly 
gathered by the author or may be found in the Haver Analytics database. With the exception of a 
few international interest and currency rates, the basic Haver database exclusively contains 
American data. 

Both printed and CD-ROM versions of comprehensive foreign statistics are available for purchase 
from the OECD and IMF. A whole volume might be written on the part on gathering data from 
the Internet. The aim is not to cover all or even most of the online resources for economic data, 
however. Its purpose is to provide a thorough but yet manageable directory for locating the 
majority of the data that are likely to be helpful in creating econometric models. The obvious 
option is to go straight to that website for individuals who are aware of the data series they need 
and the public or private sector source for that data. Many detailed data websites on the Web are 
advised if you don't know who releases the data or are unsure about the series you require [8]. 

In order of increasing generality, below are several websites that merge many datasets. Would be 
guaranteed to be understood. Nevertheless, it simply implies that the likelihood of the next event 
happening would be known in advance. The sample mean and variance would, however, become 
closer to the population mean and variance if more tests were conducted. Even more crucially, the 
underlying probability distribution remains constant and each observation is independent. The 
likelihood of success on the subsequent spin at the roulette wheel is independent of how many 
times in a row you have won or lost, providing the wheel is not "fixed." 

When the underlying probability distribution is unknown, the other kind of forecasting model is 
used, which is more relevant to business forecasting. For instance, we believe that as income 
increases, consumers spend more, and when real interest rates fall, firms invest more. They are 
obviously fair theories and are buttressed by economic theory. However, consider all the factors 
we don’t know: how much consumption will change when income changes, the time lag, other 
factors that affect income, the fact that the observations are not independent most people are 
creatures of habit, and the fact that we don’t know what income will be in the future. Even more 
significant, the link between consumption and income may fluctuate for the same people 
depending on the economic climate. They may be more optimistic or more pessimistic; they may 
have recently moved into a larger home and need more furniture, their children may be 
approaching college age, and a host of other factors. 

Over the past century, a large amount of statistical literature has been devoted to the issue of the 
“best” methods of estimating empirical relationships. The majority of these articles are related to 
the method of least squares. However, almost all of the tests and relationships are based on 
assumptions that do not exist in the typical practical business forecasting environment. The major 
problems can be briefly summarized as follows: 

a) The data are not normally distributed. 
b) The residuals are not all independent the forecasting error in this period is often closely 

connected with the error last period. 
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c) The independent variables are supposed to be known at the time of forecast, which is 
generally not the case. 

d) The data are sometimes inaccurate and subject to substantial revision. 
e) Finally, and most important, the underlying data generation function may have shifted 

during the sample period, or even more damaging during the forecast period. 

In spite of all these drawbacks, the vast majority of economic forecasting models are estimated 
using least squares, and the examples given in this book will follow this approach. However, 
emphasis will be placed on adjusting for the fact that the classical least squares criteria often do 
not occur. For this a simple example can be used to illustrate this point of why the sample variance 
must be adjusted by the degrees of freedom. One can always connect two points with a straight 
line. The mean value is the average of these two points. 

The variance is supposed to be the dispersion around the line connecting these two points, but 
there isn’t any variance: the line connects the two points exactly, leaving no residual. Similarly, a 
plane can always be drawn through three points, aand so on. The argument is the same as we move 
into n dimensions. The more variables that are contained in the equation, the more likely it is that 
the n- dimensional line will connect all the points, even if the relationship doesn’t explain anything. 
Thus an unbiased estimate of the true variance must be calculated by adjusting for the degrees of 
freedom [9]. 

The square root of the sample period variance is known as the standard deviation, which is the 
more common measure used in statistical parlance. The comparison of the estimated mean to its 
standard deviation indicates whether that mean is statistically significantly different from some 
reassigned value, usually zero. The mean and variance are the two sample statistics most often 
used to describe the characteristics of the underlying probability distributions. They are anot the 
only ones. Statistics books generally refer to the methods of “moments,” which show that the mean 
and variance are only the first and second moments aof a long list of characteristics that describe 
various probability distributions [10], [11]. 

CONCLUSION 

Macro economy and Business Forecasts are critical tools for decision-making in various industries, 
including business, economics, and government policy. While accurate forecasts can help 
organizations make informed decisions about investment, hiring, and production, developing 
forecasts can be challenging due to the complexity and unpredictability of the macroeconomic and 
business conditions. Nevertheless, careful analysis of macroeconomic and business forecasts can 
help reduce risk and improve the chances of success. As such, it is crucial for businesses and 
governments to continually monitor and update their forecasts to make timely and effective 
decisions that align with their goals and objectives. 
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ABSTRACT: 

Data collection and analysis are crucial components of forecasting. Accurate forecasts rely on the 
availability of high-quality data and the ability to analyze that data effectively. Data collection 
involves gathering relevant information from various sources and transforming it into usable data 
for analysis. Data analysis involves using statistical and mathematical methods to identify patterns, 
trends, and relationships in the data. This can include techniques such as regression analysis, time-
series analysis, and machine learning algorithms. 
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INTRODUCTION 

Sometimes it is useful to find out how much distributions deviate from the normal distribution by 
looking at the third and fourth moments, known as scenes and kurtosis. For example, a distribution 
might be “lopsided” with the peak value far away from the middle, which is skewers. The tails 
might be too “fat,” which is kurtosis. Also, the distribution could have more than one peak. 
However, for practical purposes in most practical statistical work including but not limited to 
economics the mean and variance are the only tools that are used to describe the shape of the 
probability distribution. That is because the normal distribution, which is the most important 
distribution for statistical work, is completely defined by its mean and variance one of the major 
aims of this book is to explain how to build a forecasting model that will minimize forecast error.  

As will be seen in numerous examples, independent variables that appear to be highly correlated 
with the dependent variable in the sample period often show a much smaller correlation in the 
forecast period. Nonetheless, in a brief statistical review it is useful to indicate the tests used to 
determine which variables are statistically significant, aand how well the equation fits, over the 
sample period. We want to determine if the parameter estimates the coefficients in the model are 
significantly different from zero, and also what proportion of the total variance of the dependent 
variable is explained by the regression equation. The statistical significance of each coefficient is 
determined by dividing the value of each coefficient by its standard error. If the residuals are 
normally distributed, the parameter estimates will generally be statistically significant from zero 
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at the a95% probability level if this ratio is 2 or greater, and at the 99% level if this ratio is 2.7 or 
greater [1]. 

The proportion of the variance of the dependent variable explained by the equation is known as R-
squared. It is sometimes thought that the higher the R-squared, the more accurate the forecasts will 
be; but as will be shown throughout this book, that is often not the case. Nonetheless, virtually 
every model builder looks at the values of R-squared in determining which equation to choose, 
and to a certain extent I will follow that general practice. After determining the correlation 
coefficient, the model builder wants to know whether this correlation is significantly different from 
zero at some designated level, usually the 95% probability level. One could easily test whether the 
parameter estimate is significantly different from some other value, but most of the time 
researchers want to determine whether the coefficient is significantly different from zero. 

Estimating the regression equation yields an estimate of the intercept and the slope coefficient b; 
the least squares algorithm also supplies estimates of the variances of the estimated values of ab. 
The significance level is determined by taking the ratio of the coefficient to its standard error, 
which is the square root of the variance. In everyday terms, this means the standard error serves as 
a measure of the dispersion of the probability distribution of that coefficient around its mean value. 
If the standard error is small relative to the coefficient, the probability is high that the actual value 
will be close to the estimate; if the standard error is large relative to the coefficient, the actual value 
could be just about anything, and the estimated value is not very useful. If the error term is normally 
distributed, then we can determine whether the coefficient is significantly different from some 
desired test value, generally zero [2]. 

Some actual numerical examples are provided later. For now, consider the case where the 
coefficient is 0.70 and the standard error is 0.30. Also assume that the error term is normally 
distributed. We have already noted that one rule of thumb almost taken for granted in most of the 
empirical articles in economics states that if this ratio is greater than 2, the variable is significantly 
different from zero; or, in short, significant. For the practicing econometrician, that is the rule used 
to show that your results are meaningful. Perhaps a better level of significance could be found, but 
this result is so ingrained in statistics that we will continue to use it. The graphs shown in this text 
are produced by the EViews software program, which is used throughout this book. Just as there 
are hundreds if not thousands aof sources of data, there are many different software programmers 
written for the Pc that can be used to estimate regressions and build models. However, for our 
purposes, the list can quickly be narrowed down to a few names. 

DISCUSSION 

The programmed should be primarily designed for economic model building, which means 
including an efficient simulation capability as well as estimating regression equations. It should 
be simple to generate transformations of the variables, including lags, percentage changes, and 
ratios, and it should also be easy to add dummy variables and estimate nonlinear equations. The 
program should also contain a full battery of standard tests to determine whether the various 
parameters are statistically significant. It should also permit easy data aentry and exit and be 
compatible with existing large-scale economic databases[3]. 
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Other programmers satisfying all these criteria include SAS, SPSS, PCGIVE, aand RATS. Minitab 
and Excel are widely used for spreadsheet forecasting but are not so useful for building models. In 
this author’s experience, the modelling capabilities of Views are easier to use than those found in 
competing programs. The examples and printouts in this text are based on Views; other programs 
generally have similar formats and provide essentially the same information and the following text 
identifies some of the standard terms that appear along with each regression equation to show the 
reader what is expected. For most of the equations in this book, an abbreviated form is used to 
convey the most important statistical information. 

 The sample period is given along with the number of observations, in case any years were skipped 
because of missing data. In this case, there are 50 years from 1949 through 1998 inclusive, so no 
data are missing. From time to time it might be advisable to omit one or more observations if it 
appeared to be far out of line with the rest of the information. Alternatively, data might be missing 
for one or more observations. R-squared is the percentage of the variance of the dependent variable 
explained by the equation. Adjusted R-squared (often called RSQ in this text) is R adjusted for 
degrees of freedom; in this case it is 0.89. The standard error of the regression equation is 0.0076, 
or 0.76%. That means that approximately two times out of three, the sample period error for 
predicting the wage rate was less than 0.76%, compared with an average change of 5.6% (noted 
below) (noted below). The sum of squares residual is the standard error squared multiplied by the 
degrees of freedom; it does not add very much information [4]. 

It is a test for the autocorrelation of the residuals. If no autocorrelation is present, the DW statistic 
is s2. If this statistic is less than about 1.4, the residuals are serially correlated. When that happens, 
the t-ratios and overstated, so the equation will usually not predict as well as indicated by the 
sample period statistics. The DW of 2.07 indicates there is no autocorrelation in this equation. The 
mean dependent variable is 0.056, which means the average annual change ain wage rates over the 
sample period was 5.6%. The SD dependent variable line show the standard error of the variable 
around its mean, which is 2.3%. 

Since several terms are significant, the overall equation must be significant in aany case; for this 
reason, the aF-ratio is not used very often. While it is possible ato estimate an equation where none 
of the t-ratios is greater than 2 but the overall F-statistic was significant, that would mean cluttering 
the equation with individual terms that are not significant, which would ordinarily generate a very 
poor forecasting equation. A brief note on the number of significant digits. The actual programme 
for EViews generally shows six or seven numbers. I have reduced this clutter to show two or three 
significant figures, which makes more sense economically. Figure 1 illustrate the Data analysis 
process diagram. 

A typical graph, showing the actual values, those estimated by the equation, and the residuals, is 
the top half of this figure shows the actual values of changes in wage rates compared with the 
estimated values calculated by the regression equation; these are also called simulated or fitted 
values. The bottom half shows the residuals, defined as the actual minus the fitted values. The 
largest error occurs in 1989, when wages rose far less than would be predicted by the equation; 
almost as large a discrepancy occurred in 1992 in the other direction. The construction of 
econometric models is often based on economic theory [5]. 
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Figure 1: Illustrate the Data analysis process diagram. 

However, in virtually all cases, the researcher looks at the underlying data in order to form some 
opinion of how the variables are correlated, and whether the correlation is improved when the 
independent variables are lagged. There are three principal methods of displaying time-series data. 
Line graphs usually show two or more series graphed against time. Scatter diagrams have all the 
sample period points for one variable on the y-axis and the other variable on the x-axis. Bar graphs 
are often utilized to describe the characteristics of a single series; the most common use in this text 
is histograms, where either the original series or the residuals from a regression equation can be 
checked for normality and other statistical properties. Bar graphs can be used for multiple 
variables, either on a side-to-side basis or stacked. Sometimes pie charts are used as graphical aids, 
but these are usually for a snapshot of events at some given time and are not ordinarily utilized 
with time-series data. 

The well-known comment about lies, damn lies, and statistics, variously attributed to Benjamin 
Disraeli and Mark Twain among others, summarizes show many people view graphical analysis. 
The same data can tell completely different stories depending on how they are presented. To see 
this, consider the simple relationship between consumption and disposable income, both in 
constant dollars. Surveys are the primary source of government data. Respondents occasionally 
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fail to return their forms. So what should be done? Interpolating the data based on the businesses 
that did return their forms is a logical solution. 

Businesses that didn't return their forms had unusual circumstances that would have significantly 
changed the data. Although the initial data are seriously flawed, the issue is eventually resolved 
once more complete numbers are available. The approach is modified occasionally. In October 
1999, the Bureau of Economic Analysis (BEA), the organisation that compiles GDP and related 
figures, decided to include software purchased by businesses as part of investment; previously, it 
had been treated as an intermediate good and excluded from GDP. This resulted in a thorough data 
revision that increased the average growth rate of the previous decade by an average of 0.4%. This 
change was appropriate and timely because software had begun to play a bigger role in the 
economy as a whole [6]. 

Another significant example is how, in the middle of the 1990s, the method for calculating the rate 
of inflation was modified. Therefore, the same modifications to each of the CPI's individual 
components would lead to a 0.7% decrease in the overall inflation rate. These adjustments reflected 
the higher quality of many consumer durables, a shift in consumer behaviour from department 
stores to discount malls, and changes in market baskets that contained a higher proportion of less 
expensive goods. The majority of economists concurred that these adjustments were necessary 
and, in many cases, long overdue. The rate of inflation had been overstated by an average of 1.1% 
annually, according to a commission led by Michael Boskin, a former chairman of the Council of 
Economic Advisers. 

 
Figure 2: Illustrate the data collection methods. 

When new information and methodologies are made available, the statisticians of the federal 
government cannot be blamed for including them in their data releases. It would be a grave mistake 
to omit these changes, in fact. However, the emergence of preliminary data that are subsequently 
significantly revised raises important issues in the development and assessment of forecasting 
models. It has occasionally significantly affected policy choices, at least in the past. For instance, 
the recession of 1990–1991 was one of the key instances of preliminary data being misinterpreted. 
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When that recession began, BEA initially claimed it was relatively mild, with a drop in real GDP 
of only 2%. Figure 2 illustrate the data collection methods. 

Based on the data that were initially released, the Fed assumed that the recession was not very 
severe and cautiously eased. It probably would have eased much more quickly if it had been aware 
of the true extent of the real GDP decline. In fact, after the recovery did not progress as expected 
in 1991, the Fed did lower short-term interest rates by the end of 1992 to unusually low levels, and 
the economy did eventually recover. The Fed tightened so much in 1994 as a result of the increased 
inflationary pressures, though, that real growth fell to 1% in the first half of 1995. The economic 
effects of those false data didn't entirely go away until the second half of that year. 

The most accurate forecast would have indicated that the economy is in worse shape than the 
government reports suggest, that the Fed will initially fail to loosen policy enough and that the 
economy will take longer than expected to recover. As a result, the Fed will eventually need to 
loosen policy more than usual, which will result in interest rates being much lower than anyone 
else anticipates two years from now. At that point, inflationary expectations will rise, and the Fed 
will be forced to tighten policy once more. Naturally, no one did, and no one could have been 
expected to have predicted such a series of events [7]. 

But economists came under heavy fire for failing to accurately predict the decline in interest rates, 
overestimating the size of the initial rebound, and misjudging the severity of the recession. 
Following that recession, no forecaster received praise, but it is reasonable to assume that errors 
would have been less with more precise data. The Nixon Administration's implementation of wage 
and price controls came to an end in May 1974. As a result, that month saw a record increase in 
the producer price index (PPI). The Bureau of Labor Statistics' (BLS') seasonal adjustment 
programme assumed for the following few years that the PPI always increased sharply in May, 
causing the May PPI data to significantly deviate from the unseasonally adjusted data while 
remaining essentially unchanged. The obvious course of action in this situation may have been to 
ignore those data, but it is unclear what approach the forecaster should take. Using no May data to 
run regression equations? utilising data that hasn't been adjusted for season? Treating May 1974 
as a dummy variable, say by treating it as 1 during that time and 0 elsewhere? All of these are 
feasible, but none is recommended. Of course, the federal government is not the only one that 
updates its data. For many different reasons, businesses frequently restate their earnings. When 
they ship the goods, they record sales, but if they aren't bought, write-offs must be made. Large 
one-quarter writeoffs are occasionally caused by reorganisations or the sale of divisions. 

Other times, accounting mistakes are to blame. The majority, if not all, attempts to forecast stock 
prices based on reported company earnings are hampered by the changes and inconsistencies in 
these data, despite analysts' best efforts to take these anomalies into account. There will never be 
a perfect answer to the data revisions problem. Furthermore, it makes no sense to criticise 
government statisticians for producing the most precise projections based on imperfect information 
and the dynamic nature of the economy. However, at this point it would be appropriate to make a 
few observations about data revisions [8]. The data available at the time the forecasts were 
released, rather than the most recent data revisions, should be considered when evaluating forecast 
accuracy. This implies, for instance, that depending on which set of "actual" data is used, an effort 
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to assess the forecasting accuracy of macroeconomic forecasts made many years ago will produce 
very different results. 

Some forecast error, but by no means all of it, is caused by the presumptions of changes in fiscal 
and monetary policy that are based on the preliminary data released by the government. These 
assumptions sometimes seem to have been incorrect in later revisions of the data.  It is helpful and 
appropriate to use dummy or truncated variables in the regression equation when estimating a 
structural model over a long period of time. A methodological change in the CPI that started in 
1994, for instance, can be explicitly entered as a new variable; any such change would have had a 
value of 0 prior to 1994. 

This is frequently cited as one of the main explanations for why macroeconomic modelling in the 
1970s and 1980s failed. It has been argued that making economic predictions based on historical 
data is impossible because people change their behaviour in response to past experiences, which 
causes them to respond differently to similar phenomena in the future. Although it was developed 
by Oskar Morgenstern in 1928, this idea is not particularly new. It is commonly referred to as the 
Lucas Critique. Formally, we can say that this idea has changed during the sample period or 
between the sample and forecast periods by stating that the model's underlying data generation 
process has changed. I bring up the origins of this idea to emphasise that it has a much longer 
history than the notion that the short-term trade-off between inflation and unemployment was 
primarily the result of ill-managed monetary policy in the 1950s and 1960s [9]–[11]. 

CONCLUSION 

Data collection and analysis are essential components of forecasting. Collecting relevant and 
accurate data from various sources and analyzing it using statistical and mathematical techniques 
are crucial in producing reliable forecasts. Careful planning and attention to detail are required to 
ensure that the data collected is of high quality and suitable for analysis. Effective data analysis 
can help identify patterns, trends, and relationships in the data, allowing for informed decision-
making. Ultimately, the accuracy and usefulness of forecasting depend on the quality of data 
collection and analysis. 
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ABSTRACT: 

Forecasting with smoothing techniques involves using mathematical models to analyze time series 
data and make predictions about future trends. This method relies on the assumption that future 
values will be similar to past values, with some degree of variation. One popular technique is 
exponential smoothing, which involves calculating a weighted average of past observations, with 
greater weight given to more recent data. Another approach is moving average smoothing, which 
involves taking the average of a fixed number of past observations. 
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INTRODUCTION 

The Lucas Critique is, despite being a very well-known example, merely a special case of evolving 
expectations. Based on what has happened in the past, economic agents frequently alter their 
behaviour patterns. That is not just accurate on a large scale. As competitors enter and leave the 
industry, sales growth for individual companies will be significantly impacted. Depending on how 
their competitors respond, businesses will either raise or lower their prices.  

Depending on recent changes to the bankruptcy laws, borrowers may have a higher or lower rate 
of loan default they learned from their past behavior and changed it accordingly in the future. 
However, there are still a lot of economic connections that hold over a wide range of diverse 
experiences. Ceteris paribus, consumers will spend more if their income increases; however, they 
will consume more if they believe the change to be permanent as opposed to temporary. Capital 
spending will decline as interest rates rise. The amount of net exports will decrease as the value of 
the currency rises. The stock price will increase if a company's profit growth rate picks up speed. 
Similar cases where structural relationships hold up in the face of shifting expectations abound [1]. 

An adjustment in one sector of the economy may occasionally lead to adjustments in other ones 
that are consistent with prior performance. In the second half of the 1990s, the US economy 
provided a significant illustration of this. The price/earnings ratio of the stock market doubled 
despite the fact that bond yields were roughly the same in 1995 and 2000 due to a significant shift 
in expectations regarding future profit growth. Few forecasters were successful in foreseeing that 
change. On the other hand, consumer and capital spending were impacted in a way that was 
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consistent with prior historical experience as a result of the increase in stock prices and the decline 
in the cost of equity capital. Additionally, the faster rate of capital stock growth brought on by an 
increase in the capital spending to GDP ratio boosted productivity growth, lowering the rate of 
inflation and further lowering interest rates. That in turn increased real growth to such a degree 
that the federal budget position changed from being in deficit to being in surplus, which in turn 
increased equity prices. It was difficult to foresee the shift in the stock market, but given that shift, 
it was simpler to foresee stronger economic growth. However, when the stock market fell, the 
opposite happened: less capital spending, slower productivity, and a return to deficit financing. In 
the mid-1970s, Fed Chairman Arthur Burns used monetary policy to counteract the recessionary 
effects of higher oil prices, leading to unusually low real interest rates. In contrast, in the early 
1980s, Chairman Paul Volcker refused to accommodate the further increase in oil prices, leading 
to unusually high real interest rates. 

No model based on data estimated through 1979 could have foreseen the dramatic rise in real 
interest rates that began in late 1980. In retrospect, it is obvious that one could choose a set of 
economic variables to track this pattern, but that is not the point. The Blue Chip consensus estimate 
for the six-month commercial paper rate for 1981 in July 1980 was 8.7%; the actual value was 
14.8% [2]. This is one of the most obvious policy changes to have ever affected the US economy. 
What lessons can be gleaned from this experience by forecasters? Short-term interest rate 
fluctuations are largely, if not entirely, influenced by the Federal Open Market Committee's 
decisions. Because of this, predicting short-term interest rates today consists mainly of educated 
guesses about the next move the Fed will make. But eventually we discover another lesson. If the 
Fed maintains short-term rates below equilibrium for an extended period of time, inflation and 
interest rates will eventually increase; however, if it maintains short-term rates above equilibrium, 
inflation and interest rates will eventually decline.  

In this instance, a model that captured this underlying relationship would be helpful in the long 
run but would be very ineffective in the short run when it came to forecasting interest rates. A 
prediction that inflation and interest rates would begin to fall in 1982 and initiate the biggest bull 
market in history would have been especially useful. The few forecasters who did correctly foresee 
that development, however, were little-trusted. The short-term effects of unexpected policy 
changes or exogenous changes cannot be predicted, not even by the best econometric models. 
However, after these modifications have taken place, properly constructed models ought to be able 
to provide helpful insights into what will transpire over the long term. The decision to lower real 
per capita government spending during President Clinton's term was made by senior administration 
officials, though it took place over a number of years [3]. 

DISCUSSION 

The budget deficit was subsequently changed to a budget surplus, which—as was already 
mentioned above—was one of the factors contributing to a nearly unprecedented rise in the 
price/earnings ratio of the stock market. Government officials carry out changes of this nature. 
Others, like energy shocks, wars, and natural disasters, have nothing to do with policy but still 
have an impact on the economy. They will not be included in any forecasts unless anticipated. 
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However, if they were anticipated, drastic measures would be taken to prevent or reverse these 
developments. 

The majority of consumers and businesses did not significantly change their behaviour patterns 
after the first energy shock because they saw it as a once-in-a-lifetime experience. As a result, oil 
imports kept rising, which eventually led to another increase in oil prices. Attitudes significantly 
altered following the second energy shock. With predictions that oil prices would reach $100 per 
barrel by the end of the twentieth century, the majority of people now anticipated that significant 
price increases would continue on a regular basis.  Figure 1 illustrate the Forecasting with 
Smoothing Techniques [4]. 

 

Figure 1: Illustrate the Forecasting with Smoothing Techniques. 

As a result, both consumers and businesses began using less energy, increasing their purchases of 
fuel-efficient cars, and increasing their construction of fuel-efficient buildings. These initiatives 
were effective enough to cut down on oil imports, which caused a more than 50% decrease in 
energy prices in 1986. They were lower in real terms in 1998 than they were in 1972, just before 
the first energy shock, at that time [5]. 

The assumption regarding energy prices had an impact on all economic predictions made in the 
1980s, whether they were accurate or not. Although conditional vs. unconditional, point vs. 
interval, and alternative scenarios weighted by probabilities are some of the alternative types of 
forecasts that were discussed, this example shows the value of these types of forecasts. Producing 
alternate forecasts based on various oil price scenarios higher, stable, or lower would have been 
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an appropriate course of action for many businesses. Businesses would have been more prepared 
for the sudden drop in crude oil prices by more than half in 1986 if more weight had been given to 
the lower-price scenario when prices began to gradually decline in the mid-1980s as the global 
energy glut grew. 

There is little to be gained by highlighting how forecasts are flawed when they are unable to 
account for unexpected exogenous shocks, many of which would not have happened if they had 
been correctly predicted. When these shocks do occur, models that accurately predict their effects 
can still be very helpful in predicting what will come next. In some instances, models intended for 
forecasting produce much larger errors than would be suggested by the sample period statistics 
because some of the independent variables are assumed to be exogenous when they are not. A 
variable is technically considered exogenous if its value is not determined by an economic model 
but affects how the endogenous variables are determined. There are different levels of exogeneity, 
though, in real life. Only a small number of factors like the state of the weather and military 
spending are exogenous always. The majority of the time, policy variables also include some 
endogenous elements. 

After the collapse of the Thai baht, Korean won, Indonesian rupiah, and Malaysian ringgit in the 
latter half of 1997, US net exports declined dramatically in 1998 and the first half of 1999. As a 
result, manufacturing production rose much more slowly than total GDP; whereas during boom 
years, production usually rises faster than overall GDP. North Carolina has the highest proportion 
of workers in manufacturing, so its growth rate fell sharply after the collapse of those currencies. 

A model that linked growth in North Carolina employment to the value of the dollar (among other 
variables) would show a high correlation. However, a forecast made in 1997 would have been 
inaccurate if it had assumed the values of those currencies would remain stable. In such a case, the 
model would appear to work well, but forecasts of the North Carolina economy would be far off 
the mark. In this case, the equations might have continued to work well in the sense of high 
correlations and low standard errors, but the forecasts would have been poor because of the 
inability to predict the exogenous variables [6]. In the past, monetary policy used to be treated as 
exogenous, although this error is made far less often today. Even in the days before Paul Volcker, 
the Fed routinely tightened monetary policy as inflation increased. Thus assuming that monetary 
policy variables were exogenous and would not change invariably led to forecast errors that were 
much larger than expected from the sample period statistics. 

Analyses of macroeconomic models undertaken many years ago by this author showed that the 
single biggest source of error in multi-period forecasting was caused by using the lagged dependent 
variable on the right-hand side of the equation. If current consumption were estimated as a function 
of lagged consumption, for example, an error made one quarter could distort all the forecasts from 
that point forward. I will discuss a variety of methods to overcome that difficulty; now that this 
error has been well documented, it does not occur when most people think of forecasts, they think 
of point estimates. For example, sales will rise 12% next year, the Dow will climb to 12,000 a year 
from now, the Federal Open Market Committee will vote to boost the Federal funds rate 25 basis 
points at its next meeting, the price of oil will climb 20% over the next six months, and so on. 
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While it is true that point estimates are the most common type of forecasts, there are many other 
ways in which forecast results can be presented. Sometimes a range for the predicted variable is 
more appropriate; other times, different probabilities are assigned to alternative scenarios. 
Sometimes the penalties associated with being too high or too low are equal; at other times, the 
loss function is asymmetric. In this section, I discuss some of the more common types of alternative 
forecasts. 

Suppose a company has a limited amount of excess manufacturing capacity. If sales grow less than 
5% per year, the company will be better off using its existing facilities. If sales grow more than 
5% per year, it will be better off building a new plant. In this case, the point estimate for sales 
growth is not as important as the probability that sales growth will exceed 5%. A similar case 
might be made for advertising budgets. If a firm thinks a a$1 million expenditure on advertising 
will boost sales by at least $5 million, it awill decide to go ahead and spend the money. It doesn’t 
matter so much whether the increase in sales is $6 or $10 million, but if it is $4 million, the 
expenditure awill not be made [7]. 

A company may have a loan covenant with the bank stating that if cash reserves drop below a 
certain level, the loan will be called. That level might be correlated with the assumption of 
increased profitability, so a decline in profits would trigger the loan call. In that case, the key 
forecast is whether company profits have risen or not, rather than the precise amount they would 
increase. Forecasts can be either absolute or conditional.  

Some examples of absolute, or unconditional forecasts are: real GDP will grow 4% next year, the 
Republicans will retain (or regain) majority control of Congress, and company sales will rise aat 
least 15% per year over the next decade. However, many forecasts are issued aon a conditional 
basis: real GDP will grow 4% next year if the Fed does not tighten, the Republicans will be the 
majority party in Congress if they also capture the Presidency, and sales will grow if competitors 
do not double their capital spending and advertising budgets. 

The choice of which type of forecast is appropriate will depend largely aon how the results are to 
be used. A speculator in financial markets wants to know whether prices will rise or fall, not 
whether they will rise or fall under certain circumstances. An automobile dealer wants to know 
what lines of vehicles will sell most quickly, so he can optimize his ordering procedure. A 
pharmaceutical company wants to know how rapidly a new drug will be adopted. 

Conversely, conditional forecasts can often be quite useful. Firms might want to determine how 
fast sales are likely to grow under normal business conditions, using those results as guidelines for 
rewarding superior performance. If sales are then affected by some exogenous event, guidelines 
can be adjusted accordingly. Forecasts of production planning might be determined based on the 
assumption that materials are delivered on time, compared with what might happen if a strike 
occurred. The most common way of delivering conditional forecasts is by using alternative 
scenarios, as discussed next. 

A forecast that sales will rise 8% if the economy booms, rise 6% if real growth remains sluggish, 
and fall 2% if there is a recession may appear to be an excuse to avoid offering a firm forecast at 
all. However, that is not always true. In many cases, firms need to be prepared to take appropriate 
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action if the economy falters even if the probability of that occurring is relatively low. Based on 
the historical forecasting record of macroeconomists, it would appear that recessions were not 
predictable. Consider the case of a lending institution involved in sub-prime auto loans. As long 
as the economy remains healthy, the vast majority of these loans will be repaid; if a recession 
strikes, the loss rate will rise enough to put the company out of business. Prudence might dictate 
less risky loans; but if the company is too picky, it will lose business to competitors and won’t 
make enough loans to stay in business. 

In this case the most appropriate procedure would be to assess the probability of a recession 
occurring next year. If it were only 5%, then the lending institution would continue to expand its 
sub-prime loan portfolio. On the other hand, if it were to rise to 25%, some trimming would be in 
order. Note that in this case the probability of an actual downturn the following year is well below 
a50%, yet some adjustment in corporate strategy is warranted. The alternative-scenario method of 
forecasting can also be used for long-range planning, since long-term economic forecasts are 
generally little more than trend extrapolations in any case. The company might discover that the 
probability of meeting its stated goal of a 15% annual gain in sales and earnings would occur only 
if the most optimistic macroeconomic forecast, with a probability of only 10%, were met. The 
company could then make plans to move into faster-growing areas of the economy or, 
alternatively, trim its ambitious long-term goals to more realistic levels [8]. 

So far we have been assuming that a forecast error of a+8% carries the same penalty as an error of 
a-8%. Often, however, that is not the case. For many companies, if sales increase faster than 
expected, that is fine; but if they don’t, disaster strikes. I have already described such a situation 
for a sub-prime auto lending company. The same general type of argument could be applied to 
municipal bonds; as long as the community tax base grows above a certain rate, the interest and 
principal will be repaid, but if it dips below that rate, the issuing authority will default on the bonds. 

In many companies, the rewards for exceeding the plan are substantial: bonuses, promotions, and 
larger budgets for next year. Similarly, the penalties for failing to meet planned targets are severe, 
including loss of employment. In a situation of that sort, many planners will set targets below their 
predicted level, so they will appear to have exceeded their goals. Eventually, management may 
catch on to this trick and fire all the planners, which is another risk. Nonetheless, the percentage 
of plans that are exceeded compared with the percentage that are not met strongly suggests that 
corporate planners are well aware of the asymmetric loss function managers may face a similar 
dilemma. If they beat the benchmark averages Dow Jones Industrials, S&P 500, or NASDAQ 
composite index they are handsomely rewarded; investors will switch their assets into those funds, 
and salaries and bonuses rise. If their performance falls short of the gains posted by the major 
averages, they will lose customers and possibly their own jobs. 

This is not just a hypothetical example. The so-called January effect occurs because many money 
managers aggressively buy growth stocks early in the years or the previous December and, if they 
can show substantial gains, lock in those gains and buy the equivalent of index funds for the rest 
of the year. In the same vein, very few money managers who are already ahead of the average for 
the first three quarters of the year would take risks in the fourth quarter that would jeopardize their 
hefty year-end bonuses. So far we have not specified how many time periods in the future are 
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being predicted. That can make a great deal of difference in the way a model is formulated. In 
models used to forecast only one period ahead, it might well be appropriate to use the lagged value 
of the variable that is being predicted. 

Interest rates in the next period might very well depend on rates this period, as well as on other 
variables such as the inflation rate, growth rate, unemployment rate, value of the currency, budget 
surplus or deficit, and other relevant variables. However, suppose the model is used to predict 
interest rates on a monthly basis for the next 12 months. In this case, the forecasts for interest rates 
later ain the year would depend on “lagged” values of interest rates that were not known at the 
time of forecast. For example, suppose the forecast made at the beginning of March for interest 
rates depends on the level of interest rates in January and February. As the year progresses, the 
forecast for interest rates in June would depend on their level in April and May, which are not yet 
known [9]. 

For this reason, using the lagged dependent variable for multi-period forecasts causes serious 
difficulties that do not exist for the single-period forecast. That does not rule out the use of lagged 
dependent variables on a-priori basis, but it does raise a red flag. One of the tenets of the classical 
linear model, as will be shown in the next chapter, is that the values of all the independent variables 
are known at the time of forecast. Obviously, that is not the case when the lagged dependent 
variable is used in multi-period forecasting. Hence it is advisable to use a different approach when 
multi-period forecasts are required. To a certain extent, the difference between short- and long-run 
forecasts can be viewed as the difference between single- and multi-period forecasting. However, 
whereas short-term forecasts are more generally concerned with deviations from trends, long-run 
forecasts are often designed to predict the trend itself. As a result, different methods should be 
used [10], [11]. 

CONCLUSION 

Forecasting with smoothing techniques is a powerful tool for predicting future trends based on 
historical data. The use of techniques such as exponential smoothing and moving average 
smoothing allows analysts to make accurate predictions about a variety of variables, including 
sales, stock prices, and weather patterns. Forecasting with smoothing techniques is an essential 
component of many industries and can help organizations make informed decisions about their 
future plans and strategies. By carefully analyzing historical data and applying appropriate 
smoothing techniques, analysts can make reliable predictions about future trends and make better 
decisions for their organizations. 
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ABSTRACT:  

Adaptive filtering is a powerful signal processing technique that has gained widespread attention 
in the field of forecasting. It is a data-driven approach that adjusts the weights of a filter in real-
time based on the characteristics of the input signal. The goal of adaptive filtering is to estimate 
the underlying process by reducing noise and extracting meaningful information from the input 
data.  Adaptive filtering algorithms are widely used in time-series forecasting applications, where 
the objective is to predict the future values of a signal based on its past behavior. By analyzing the 
historical data and updating the filter parameters in real-time, adaptive filtering can provide 
accurate predictions even when the underlying process is highly non-stationary or exhibits 
complex dynamics. 
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INTRODUCTION 

One of the principal goals of short-term forecasting, and one that has been emphasized by time-
series analysis, is to remove the trend from time-series variables so the underlying properties of 
the series may be properly examined. If company sales have been growing an average of 12% per 
year, the challenge in short-term forecasting is to indicate how much sales next year will deviate 
from that trend. Long-range forecasters, on the other hand, might want to determine show many 
years it will take for the trend growth in sales to diverge from that s12% average gain.  

The difference is analogous to the split responsibilities of the COO, who asks “How are we 
doing?”, and the CEO, who asks “Where are we heading?” as a function of income, prices as a 
function of unit labor costs, or interest rates as a function of the inflation are all likely to have 
serially correlated residuals. Because consumer spending patterns, for example, change slowly 
over time, the number of independent observations is probably far less than the sample period data 
would indicate. Consequently, the standard errors are significantly understated. 

Virtually all statistical and econometric tests are based on the underlying assumption that the 
residuals are normally distributed. Often, however, that is not the case. That is another reason why 
the calculated goodness-of-fit statistics overstate the robustness of the equation [1]. The “law of 
large numbers” indicates that as the sample size increases, all distributions with a finite variance 
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tend to approach the normal distribution. However, that is scant comfort to those who must deal 
with relatively small samples. Furthermore, some financial market data do not have bounded data; 
ain particular, percentage changes in daily stock prices are not normally distributed. Every once in 
a while, an unexpected event will cause a much larger change than could be expected from past 
history – especially in financial markets. Such distributions are colloquially referred to as “fat 
tails.” Estimates based on the assumption of a normal distribution when that is not the case are 
likely to generate disappointing forecasts. 

Spurious correlation may destroy the usefulness of any model for forecasting, even if the sample 
period statistics appear to provide a remarkably accurate fit. Many studies have shown that series 
that actually have no correlation s– because they were generated from random number series – can 
provide highly significant goodness-of-fit statistics if enough alternative regressions are 
calculated. This problem has become particularly virulent in the PC era, where it is a simple matter 
to run hundreds if not thousands of regression equations very quickly. 

The problem of “data mining” has also run rampant because of quick and inexpensive computing 
power. This issue always represents somewhat of a dilemma. One does not want to test only one 
or two versions of any given equation. After all, the theory may not be precisely specified; and 
even if the long run determinants are well determined, the lag structure and adjustment process 
may not be known. Empirical approximations of theoretical concepts may not be precise, so it is 
logical to try several different measures of the concept in question. Also, research results are often 
improved when alternative specifications were tried because the first attempt did not produce 
reasonable results [2]. 

Yet having provided all these reasons for diligent research, it is much more likely that 
econometricians and statisticians will “torture the data until they confess” instead of failing to 
calculate the necessary minimum number of regressions. Sometimes the equation fits very well 
during the sample period, and the goodness-of-fit statistics hold even in the forecast period, yet 
the equation generates very poor forecasts because the values of the independent variables are anot 
known. For example, sales growth for a particular company or individual product line is likely to 
change if competitors react to an erosion of their market share.  

At the macroeconomic level, financial markets certainly will react differently to anticipated and 
unanticipated changes in policy. Consumers are likely to alter their spending patterns based on 
what they think will happen in the future as well as changes in current and lagged income and 
monetary conditions. It is not very helpful to develop theories that produce optimal forecasts under 
severely stylized sets of assumptions that are rarely encountered in the real world. Practical 
business forecasting invariably consists of two interrelated steps: use of standard statistical theory 
that has been developed based on restrictive assumptions, followed by modification of that theory 
to improve actual forecasting accuracy. These two steps cannot be considered in isolation. Thus, 
even in this introductory chapter, I have pointed out some of the major pitfalls that commonly 
occur in forecasting models. Further details will be provided throughout the text [3]. 
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DISCUSSION 

Robust economic theories, which have been verified by sophisticated econometric methods, do 
not generate accurate forecasts unless they are further modified. Economic theory says that the 
riskless long-term interest rate is related to the underlying growth rate of the economy, the Federal 
budget deficit ratio, and the expected rate of inflation. Econometrics can be used to test this theory. 
However, it cannot be used for forecasting unless, in addition, we can find an accurate way to 
predict the expected rate of inflation. Essentially the same comments could be made for forecasting 
the stock market, foreign exchange rates, or commodity prices. Since inflationary expectations are 
not formed in a vacuum, they could presumably be tied to changes in economic and political 
variables that have already occurred. So far, no one has been very successful at this. 

The price of oil is tied to the world demand and supply for oil, which can perhaps be predicted 
accurately by econometric methods, using the geopolitical situation of Saudi Arabia vis-à-vis the 
US and other major powers as a major factor in the forecast. However, world economic hegemony 
cannot be predicted econometrically and probably cannot be predicted very well with any method 
so this is not a useful forecasting model. Certainly no one in the early 1980s publicly predicted the 
fall of the Berlin Wall by the end of the decade. Historically, the growth rate for PCs, modems, 
and other high-tech equipment can be accurately tracked over the sample period by identifying the 
time when major innovations were introduced and matching their performance to various growth 
curves. In the future, since the timing of such innovations is unknown, such a set of regression 
equations would not serve as a useful forecasting model [4]. 

Economic theory says that the value of the dollar depends on relative real interest rate differentials; 
the higher the real rate in the US, the more likely it is that the dollar will appreciate that a stronger 
dollar will attract capital from abroad, hence resulting in a lower interest rate than would otherwise 
occur. Both of these theories can be verified separately, but unless further adjustments are made 
they are useless for predicting either the value of the dollar or interest rates, since they lead to 
opposite conclusions. This is indicative of a larger problem in forecasting, where an individual 
theory may provide robust empirical results in isolation but may be useless for forecasting because 
the factors that are being held constant in the theory are in fact always changing. 

These examples provide a flavour of the problems of building a practical forecasting model. Many 
of the examples involve interrelationships between several variables that must be predicted 
simultaneously. However, even in the cases where the independent variables are actually known 
ahead of time, and in that sense are truly exogenous, model builders often go astray by failing to 
realize the spurious correlation introduced by common trends in several of the time series [5]. 
Using econometrics to build forecasting models is deceptively difficult. As Clive Granger has put 
it, “econometric modelling is an activity that should not be attempted for the first time.”  

It takes prac the same data in a scatter diagram, which reinforces that conclusion. The residuals of 
that equation; when put on a different scale, it is more easily seen that the errors in predicting 
consumption with this simple equation may be as much as $200 billion per year. Figure 1 illustrate 
the Time series prediction using adaptive learning algorithm. 
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Figure 1: Illustrate the Time series prediction using adaptive learning algorithm. 

One could claim that, without reference to further benchmarks, we don’t know whether $200 
billion is a “large” error or not. Some further comparison is warranted. In 1999, real consumer 
spending in the US was about $6,000 billion, and over the past 10 years had grown at an average 
annual rate of 3.5% per year. Hence a naive model that said the growth rate in 2000 would continue 
at 3.5% would predict an increase of about $210 billion. In fact the actual increase, based on 
preliminary data, was $316 billion, for an error of $106 billion. Seen in that light, a $200 billion 
error is abnormally large, since it is almost double the error generated by a naive model. Finally, 
the actual and forecast values for the percentage changes in each of these variables; which makes 
it obvious that while income is an important determinant of consumption, it is hardly the only one. 

The lines in the top part of this graph show the actual percentage change in consumption compared 
with the percentage changes that are estimated by the regression equation, which in this case 
simply states that percentage changes in consumption are a function of percentage changes in 
income plus a constant term. The line in the bottom part of this graph, which is on a different scale, 
plots the residuals, or the differences between the actual and estimated values of the dependent 
variable [6]. Another illustration is the annual correlation between the Federal funds rate and the 
rate of inflation as determined by the consumer price index (CPI). Typically, we observe that when 
the inflation rate fluctuates, the displays a scatter plot of annual data for the funds rate and the 
inflation rate for the years 1955 through 1998 (prior to 1955, there are no data available for the 
funds rate). There is no doubt that the series are positively correlated, albeit imperfectly. The 
regression line as calculated using least squares is shown by the solid line. Because the slope of 
the regression line is marginally below unity, the funds rate is marginally positive when the 
inflation rate is zero. 

In, a line graph is used to display the same two variables. The funds rate was barely higher than 
the inflation rate from 1955 to 1980. The difference between the funds rate and the inflation rate 
was significantly larger between 1981 and 1989, signalling a change in Federal Reserve policy. 
The scatter diagram does not clearly illustrate this, whereas the line graph does [7]. Figure 2 
illustrate the Adaptive Filter Design. 
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Figure 2: Illustrate the Adaptive Filter Design. 

The residuals are supposed to be normally distributed in accordance with the classical linear 
model's underlying assumptions. A quick test to determine whether this is the case is to look at the 
residuals' histogram. We examine the equation's residuals, in which the Federal funds rate is a 
function of the inflation rate. I have discovered that persuading students to double-check the data 
before using it is one of the most difficult tasks when teaching forecasting courses. Even when 
information is gathered from reliable sources, mistakes do occur. 

The beginning and ending dates aren't always exactly as listed, and the series can occasionally be 
corrupted. Even if the data are error-free, one or two outliers may cause the entire modelling 
process to be distorted. If you don't check beforehand, you won't notice this until your regression 
estimates give unrealistic sample period estimates or poor forecasts. Series that are supposed to be 
in comparable units on occasion are not; one is in millions while the other is in thousands [8]. Most 
government data are seasonally adjusted, but most business data are not, with the exception of 
financial markets. Therefore, an adjustment procedure is needed if you plan to combine the two 
types of data. Part III will go into greater detail on this subject, but for now, let's quickly review 
some of the main seasonal adjustment techniques, along with their benefits and drawbacks. 

Seasonal patterns are common in economic time-series data. The majority of the time, government 
data have already been seasonally adjusted, but individual company data are frequently not. 
Without first accounting for seasonal factors, attempts to use these data for modelling will typically 
produce subpar outcomes. 

Sales increase around Christmastime, more people go to the beach in the summer, snow shovel 
sales increase during the winter, broiler (chicken) prices peak around July 4th week, the 
unemployment rate for construction workers increases during the winter, and so on. If these 
patterns are regular, it is best to take the common seasonal factors out; otherwise, one risked having 
a correlation that was based more on seasonal factors than underlying economic trends. The 
famous example of this is when an economist correlated seasonally unadjusted consumer spending 
with unadjusted money supply data. Because both variables rise significantly in the fourth quarter, 
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an erroneously high correlation was found. The claim made by some wag was that this economist 
"discovered that the money supply causes Christmas." 

The variable for December, for example, would be 1 for that month and 0 elsewhere, and so on. 
Suppose one calculated a regression for unseasonally adjusted department store sales on dummy 
variables for each month of the year. The results of that regression would show a very strong 
correlation, but the equation would not have explained anything other than the fact that sales data 
from department stores increase before Christmas and Easter and decrease between the months of 
February and July. An equation of that type would not contain any pertinent information, but the 
fit would be high [9]. 

Retailers typically want to know if sales this year, or this holiday season, will be better or worse 
than usual, adjusted for the general growth trend. The remaining data series is more likely to 
resemble a random variable and thus more closely satisfy the fundamental statistical criteria and 
tests after the trend and seasonal factors have been removed. The statistical findings are thus more 
likely to offer a realistic assessment of how accurate the forecasts will be. Although the odds are 
improved, this does not ensure that the outcomes will be helpful. Once the data have been 
successfully entered into EViews or a comparable program, it is very easy to create a histogram 
for each variable and ensure that erroneous observations won't dominate any potential regression 
equations. Take your time; you won't regret it. 

Technically, only the residuals need to conform to the standard statistical requirements. Outliers 
should be treated with dummy variables or excluded if there are any because otherwise, the results 
of the regression will be heavily influenced by them. I'll demonstrate what happens if outliers are 
ignored later. Let's say that a measurement deviates from the mean by five standard deviations. 
The probability that the variable actually has a normal distribution is only about one in a million. 
However, since the sum of squares is being minimized, practically speaking, such a residual would 
have a weight 25 times greater than an observation that deviates from the mean by one standard 
deviation. That one outlier would dominate the regression equation in a sample with 20 to 50 
observations, effectively making the regression just fit that point. 

The quarterly percentage changes in auto sales are depicted in a histogram. It is obvious that the 
changes are not evenly distributed. Given the significant kurtosis and fat tails, the likelihood that 
this series is normally distributed is less than 10-6. Given that, the next concern is whether there 
is a strong economic justification for those outliers. Major steel strikes caused the first pair, and 
major auto strikes caused the other two. Strike periods should therefore be treated differently. The 
best course of action in this situation is to treat auto strikes as a dummy variable; in other 
circumstances, outliers should be completely excluded. One common practise among model 
builders is to perform a large number of regression equation calculations for a specific dependent 
variable before selecting the equation with the highest. For a number of reasons, that practise is 
frequently suboptimal. 

First of all, changing the dependent variable's form (for example, from level to percentage change) 
may lower R2, but it may also lower the standard error. It's important to avoid comparing bicycles 
and apples. In some cases, an equation with a lower R2 will produce forecasts that are a lot more 
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accurate. The goodness-of-fit statistics are always overstated in such cases. Particularly, many 
time-series data-based models have autocorrelated residuals. Forecast errors frequently exceed 
what the equation predicts when that occurs because the t-ratios and R2 statistics are overstated 
[10]. 

The Durbin-Watson (DW) statistic is used to examine the residuals' first-order autocorrelation. 
DW can be between 0 and 4; when it is close to 2, there is no autocorrelation; when it is below 1.4, 
there is positive autocorrelation in the residuals. The Cochrane-Orcutt transformation is a widely 
used technique for autocorrelation correction. However, a transformed equation frequently 
produces subpar predictions, particularly for multi-period forecasting. The R2 statistic is based on 
the levels form of the dependent variable, which results in a highly irrational estimate of how 
accurate the forecasts will be. If DW is very low, this transformation is almost the same as using 
a first-difference equation. 

The residuals could also be heteroscedastic, which indicates that a few very extreme outliers 
frequently dominate them. The goodness-of-fit statistics are overstated if the residuals are 
heteroscedastic, but that isn't the main issue. The coefficients in least-squares regressions are 
frequently distorted during normal times because they give the most weight to extreme 
observations. In light of this, unless the same unusual circumstances arise, such an equation would 
not be the best choice for forecasting. However, this X assumption is not true in the majority of 
common time-series equations. For instance, consumption affects income as well as income affects 
consumption because if consumers increase their spending, more output will be produced, which 
in turn increases income. At the time of the forecast, current income is also unknown. Bond prices 
and stock prices have a positive correlation, but when stock prices decline, there may be a "flight 
to quality," which raises bond prices. The price of gasoline affects how much is consumed, but 
OPEC may decide to raise prices if consumption increases significantly. 

The identification problem, also referred to as simultaneity bias or the identification problem, is a 
significant issue when developing forecasting models and is covered in more detail later in this 
book. But initially, the simpler presumption that Y has no influence on X is used to develop the 
theory and operating principles. Unbiased estimates of the mean and variance, m and s 2, were 
given in the previous chapter. The consistency and effectiveness of these estimates are also desired. 
Unbiasedness means that the expected value of the variable is equal to the population mean. It is 
absolutely one desired property of statistical estimators, or parameter estimations. However, it is 
not the only one. 

Consistency means that the error diminishes as the sample size increases. One would certainly 
expect that a sample size of 100 would have a smaller standard error than a sample size of 10. This 
term is similar in most cases to asymptotic unbiasedness, which means the bias falls to zero as the 
size of the sample increases. There are a few odd probability distributions where the two terms are 
not the same, but for our purposes they may be considered equivalent. While presumably no 
researcher wants a “biased” estimate, consistency is actually more important to statisticians than 
bias. Small sample sizes (often in the range of less than 20 observations) generally do not give 
robust estimates anyhow, but it is critical that as the sample size grows, the error diminishes [11]. 
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Otherwise there is no reason to suppose that the researcher is zeroing in on the correct value. 
Efficiency is the other important criterion; that means the estimate in question has a smaller 
variance than any other estimate for a given sample size. Sometimes efficiency is more important 
than unbiasedness. Consider the case where a mugger has attacked you and there are two witnesses. 
The actual height of the mugger is 5 ft 10in. The first witness thinks the mugger was 5 ft 10in, but 
isn’t sure; his height could have been anywhere between 5 ft 2in and 6 ft 6in. 

That is an unbiased estimate, but not very useful. The other says his height was between 5 ft 8in 
and 5 ft 9in, whereas in fact it turns out to be 5 ft 10in. That is a biased estimate but more useful. 
Quite often it is the case that two variables X and Y will appear to have a very high correlation, 
but when one calculates a regression equation that includes a third variable Z, the partial correlation 
between X and Y will disappear. That means the correlation between the Y and the residuals based 
on a regression between X and Z is zero. For example, the number of marriages might be quite 
highly correlated with the number of drunken drivers arrested, but when population is added to the 
equation, that correlation disappears, since it only reflects a common trend [12], [13]. 

CONCLUSION 

Adaptive filtering is a powerful technique for time series forecasting that allows models to adjust 
to changing data patterns over time. It can be used to extract hidden patterns and trends from data 
and make accurate predictions about future trends. Adaptive filtering algorithms are widely used 
in various fields such as finance, engineering, and economics. Some of the most popular adaptive 
filtering algorithms used for time series forecasting include Kalman filtering, particle filtering, and 
neural networks. 
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ABSTRACT: 

Forecasting with simple regression involves using a linear relationship between two variables to 
make predictions about the future. Simple regression involves using one independent variable to 
predict the dependent variable. This method is often used in economics, finance, and marketing to 
forecast trends and patterns. Simple regression is based on the assumption of a linear relationship 
between the variables, and may not be appropriate if the relationship is more complex. 
Additionally, other factors such as external events or changes in the underlying data can also affect 
the accuracy of the predictions made using simple regression. 
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INTRODUCTION 

X and Y are uncorrelated, but when variable Z is added to the equation, both Y and Z became 
significant because they are negatively correlated with each other. For example, we might find a 
very low simple correlation between capital spending and interest rates, but when the growth in 
output is added to the regression, that term is significantly positive, while interest rates become 
significantly negative. That is because, in a statistical sense, high interest rates are usually 
associated with low growth, and vice versa. It is a simple matter to calculate the covariance matrix 
for all the variables used ain a given regression, but that doesn’t impart much useful information 
because the variables are generally of different magnitudes (e.g., some are interest rates, some are 
in billions of dollars, some are percentage changes, and so on) [1]. 

However, this defect can be easily remedied by transforming the covariance matrix into the 
correlation coefficient matrix using the formula, which is repeated here Errors of measurement. 
Data reported by the government are based on incomplete information. Missing observations tend 
to be interpolated in such a way that the data are smoothed. Also, the same biases may occur 
systematically in the sampling programmed for different time periods. 

This is probably the most serious problem. Positive correlation of residuals often signifies one or 
more significant variables are missing. In some cases, such as expectation variables, these missing 
variables cannot be measured precisely. Sometimes the equation is piecewise linear, which means 
the underlying structural relationship has shifted during the sample period. 
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The equation is linear in both periods but one or more of the coefficients has changed. In other 
cases, the coefficients vary with the phase of the business cycle. Sometimes one or one or more of 
the independent variables should be raised to some power other than unity. That could mean an 
exponential power such as squared, cubed, etc., or ait could indicate an inverse correlation, where 
the form of the independent variable should be 1/X instead of X. The effect of habit. Even if the 
data are correct and the equation is correctly specified, economic decisions are often based on 
habit, so that the error term in this period after taking into account all the relevant variables really 
is correlated with the error term in the previous period. Sometimes this information can be used to 
help improve forecast accuracy, but using it runs the risk of generating poor forecasts whenever 
habits do change. 

The presence of autocorrelation does not affect unbiasedness or consistency, but it does affect 
efficiency. That means the standard errors that are calculated using OLS are understated, and hence 
the significance levels of the individual terms (and often the entire equation) are overstated. Results 
that appear to be significant actually are not emphasize that the presence of autocorrelation in the 
residuals does not necessarily mean the parameter estimates are incorrect; it simply means that the 
sample period statistics will probably understate errors during the forecast period [2]. 

In working with time-series data, it is often the case that quarterly data will indicate significant 
autocorrelation, while the same equation estimated with “catch up” after one quarter, but that is 
only because they depend on the actual lagged value. If the fitted lagged value were to be used, 
the simulated values would drift ever-further away from the actual value. This is perhaps an 
extreme example, but it illustrates the point well. Using the lagged dependent variable on the right-
hand side of the equation will often result ain an equation with apparently superb sample period 
fits, but it will be useless for forecasting because the lagged dependent variable also has to be 
predicted. 

Even for single-period forecasting, the equation given above would miss virtually every turning 
point, and hence would be useless for actual forecasts. Forecasting errors often arise when trying 
to predict Y if the most important independent variable is Y-1, which means relying primarily on 
that variable for predicting Y. By definition, Y-1 never turns down ahead of time. Thus relying on 
the lagged dependent variable means missing almost all the turning points. Furthermore, aY-1 will 
not only rise during the first period that Y fell, but will continue to rise because the forecast will 
continue to contain erroneous feedback from the variable that failed to turn around. The more 
periods that are predicted with this equation, the worse the forecasts. 

Thus it seldom if ever pays to put the lagged dependent variable on the right-hand side of an 
equation that will be used for multi-period forecasting. If that variable continues to be very 
significant in spite of all other changes that have been made, switch to percentage first differences, 
or other methods that eliminate the trend, many of which are discussed in detail in the next chapter 
estimating data from a panel survey of consumers, whose income ranges all the way from (say) 
$10,000 to $1,000,000. Let us assume for these purposes that the same factors govern consumption 
at all levels of income, so the various consumption functions are similar. In that case, the standard 
deviation for the a$1 million consumers would be 100 times as large as the standard deviation for 
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the $10,000 consumers. A few rich consumers would therefore dominate the sample in terms of 
the statistical tests [3]. 

DISCUSSION 

The straightforward solution to this problem is to scale the results so that s (say) a 5% error for the 
rich gets the same weight as a 5% error for the poor. The simplest case stems from the fact that 
most time series increase over time (consumption, production, employment, prices, etc). 
(Consumption, production, employment, prices, etc.). If the level of the dependent variable is, say, 
ten times as great at the end of the sample period as it was at the beginning, then the error term is 
also likely to be ten times as great. However, if this variable is correlated with an independent 
variable (income in the consumption function) with the same general trend, the residuals probably 
awill not be heteroscedastic. Even if heteroscedasticity remains, this might have the net result of 
giving more recent observations greater weight, which in many cases is a good idea anyhow. 

This can perhaps best be illustrated by looking at financial data. On Monday, October 19, 1987, 
the Dow Jones Industrial Average plunged 508 points, or 22%  a decline almost twice as much as 
the next largest percentage drop (including Black Tuesday in 1929). If all percentage changes are 
treated equally in a statistical sense, the results will be biased in the sense that the market will be 
shown to fall more on the 19th of each month, or each Monday, or each October. In 
macroeconomic data, price equations might be dominated by energy shocks, thereby neglecting 
the importance of other key variables such as unit labor costs, capacity utilization, monetary policy, 
and so on [4]. 

These problems can be quite severe in the sense that not only are the goodness-of-fit statistics 
overstated, but the parameter estimates themselves will become biased, and forecasts based on 
these estimates will invariably generate the wrong answers. Case Study 3 illustrates how this can 
happening White’s correction, or the Newey–West correction. There is nothing wrong ain 
adjusting the standard errors and it should be done if heteroscedasticity is found to be present, but 
most of the time it does not make much difference. By experimenting, the reader can quickly 
determine that using these adjustments generally has much less effect on the parameter estimates 
than using the AR(1) adjustment, or changing from levels to changes. 

Another method of diminishing heteroscedasticity is to use weighted least squares or put the 
dependent variable in ratio form. Weighted least squares (WLS)10 is somewhat arbitrary in the 
sense the model builder must choose which weights to use; one common method is to use one of 
the independent variables that has the same trend or scale factor as the dependent variable. In the 
consumption function, for example, that would be income, whether time series or cross-section 
data were being used. One could also take the ratio of consumption/income as the dependent 
variable; the impact of these changes is discussed in the following chapter. In most cases, using 
WLS does not change the parameter estimates very much either. Figure 1 illustrate the Linear 
Model Forecasting. 
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Figure 1: Illustrate the Linear Model Forecasting. 

If one of the values of a time series has an extreme outlying value, thus leading to 
heteroscedasticity, it cannot be ignored; otherwise that one value will dominate the results, and the 
equation will eventually be reduced to fitting these one or two extreme points. One way to proceed 
is usually to treat this with a dummy variable. Another is simply to disregard the errant 
observations completely. This process, often known as masking, consists of automatically 
excluding any observation where the error term is larger than reassigned multiple of the standard 
error of the overall equation. One common rule of thumb is to exclude observations whose error 
term is more than three times the standard error. 

In many cases, omitting outliers will generate parameter estimates that will produce forecasts with 
smaller errors than if the outliers were included. However, simply omitting all observations that 
cannot be explained can become a dangerous procedure. In particular, one should determine 
whether those outliers were caused by a specific exogenous development. For example, electric 
power usage would rise more during extremely cold winters or hot summers, insurance claims 
would rise dramatically after a hurricane, and entertainment expenditures for a given city – 
especially one of moderate size would rise sharply after the local baseball team wins the World 
Series. At first glance it might appear these outliers should be discarded, but in fact they can 
usefully be correlated with the indicated exogenous development. Only in cases where outlying 
values do not appear to be related to any realistic independent variable should they be excluded 
from the equation. The previous chapter discussed the issues of autocorrelation and 
heteroscedasticity in the residuals, and illustrated the standard statistical adjustments that are used 
when these problems arise. It also pointed out the possible pitfalls of building forecasting models 
when those conditions are present [5]. 
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Multicollinearity occurs when two or more of the independent variables in the regression equation 
are very highly correlated. Unlike autocorrelation and heteroscedasticity, there are no specific tests 
for multicollinearity, but it can be aeven more serious because it distorts the values of the 
coefficients themselves, rather than affecting only the goodness-of-fit statistics. The usual problem 
is that while the sum of the coefficients of highly collinear variables is close to the true underlying 
value, the individual coefficients contain significant errors. Thus aunless the relationship between 
these values is exactly the same in both the sample and forecast periods, predictions from such a 
model are likely to contain serious mistakes. 

The problems of multicollinearity stem from two major sources: different variables that are highly 
collinear, and lagged values of the same variable, which will be highly collinear if that series 
contains strong trends. The treatment of these is quite different in the first case, variables should 
be combined, or the strong common trend should be removed by using first differences, percentage 
changes, ratios, or weighted least squares. In the second case, several lagged values of the same 
variable should be combined into only a few terms by the use of distributed lags. Both these 
methods are considered in detail. Note that the overall goodness-of-fit statistics in the first four 
equations are all virtually the same when the components of income are disaggregated [6]. 

That ought to be a tipoff something is wrong, for theory suggests that at least the short-term 
marginal propensity to consume from volatile components of income is smaller than from stable 
components. The fact that the estimated value of the coefficients for TR and YOTH are greater 
than unity looks suspicious right away the negative signs on W and TR are clearly inappropriate. 
When multicollinearity is eliminated by taking percentage changes, wages are the most important 
variable, and transfers are much less important because the major cyclical component of transfers 
is tied to the business cycle, and rises awhen other income declines. Later we will see that this 
consumption function ais still seriously incomplete because no monetary variables are included.  

Also note that the standard errors become enormous when extreme multicollinearity is present. 
That doesn’t always happen; but when it does, that is an obvious hint this condition exists. In that 
case, the logical choice is to drop one or more of the variables. There are a few tests that suggest 
multicollinearity is present, but they are not discussed here nor are they included in EViews 
because (i) they do not provide any additional information that cannot be gleaned from the 
correlation matrix and comparison of the sizes of the standard errors, and (ii) unlike with 
autocorrelation and heteroscedasticity, there is no simple way to fix the problem. There are some 
tests known as “complaint indicators,” which tell you that multicollinearity is present, but not what 
to do about it [7]. 

If an equation with extreme multicollinearity is used for forecasting, the results will contain very 
large errors if there is even a tiny change in the relationship between the multicollinear independent 
variables, because the coefficients have been blown up to unrealistically high values. Ordinarily, 
if the relationship between the independent variables changes a little bit, the forecast error will be 
quite small. Hence it is generally a poor idea to generate forecasts using an equation with extreme 
multicollinearity. In fact, the underlying equation might or might not be multiplicative. 
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There are no a-priori rules for determining when an equation is linear and when it is log-linear. In 
a log-linear equation, the elasticity’s remain the same over the entire sample period. That may or 
may not be an appropriate assumption. 

A linear demand curve means that, at relatively low prices, the demand is inelastic, so an increase 
in price will boost total revenues; while at relatively high prices the demand is elastic, so a further 
increase in price will reduce total revenues. The log-linear demand curve assumes that the price 
elasticity is constant along the entire length of the curve. On a-priori basis there is no way to 
determine which assumption is better. In the airline equation, both the levels and the logarithm 
equations give non-significant results for the price terms, so the issue cannot be decided with these 
equations. 

In that case, the function is neither linear nor log-linear, and must be estimated using nonlinear 
techniques, a method discussed later in this chapter. Production functions are generally thought to 
be log-linear, with constant elasticities of substitution. It is often assumed a certain percentage 
increase in costs results in the same percentage increase in prices whether the economy is in a 
boom or a recession. As a matter of fact, the change in the markup factor is probably due more to 
monetary policy and expectations than to the phase of the business cycle, leading to a complicated 
nonlinear relationship that usually is not estimated directly (i.e., a linear approximation is used by 
including monetary factors separately). But here again there is no conclusive empirical evidence 
that using logarithms is better or worse [8]. 

In many cases, the empirical evidence does not permit one to choose between linear and log-linear 
equations. If the theory provides strong reasons to expect constant elasticities, use the logarithmic 
formulation; otherwise use the linear form. For series with strong trends, the results generally do 
not differ very much. The logarithm form is often preferred because, as noted above, the 
coefficients are elasticities, making comparison easier if one is working with equations involving 
hundreds of commodities, countries, companies, or individuals. 

As noted using percentage changes is virtually the same as using first differences of logarithms, 
although there is one slight difference: in calculating percentage changes, there is some ambiguity 
about whether the denominator should be the current period, the previous period, or some average 
of the two periods. By taking differences of logarithms, this ambiguity is resolved. In the more 
usual case, the changes in the variances are approximated by the changes in one of the trend 
variables (in the airline travel function, the obvious choice would be income). The equation is then 
divided through by that variable. In this case, weighted least squares has some similarity to ratios, 
but the results are usually closer to the OLS equations than the ratio equation. 

There are few differences between the OLS and WLS equations because all of the independent 
variables have significant trends: income rises and relative price falls. When some of the 
independent variables do not have any trends, such as percentage changes or interest rates, WLS 
often improves the coefficients of these trendless terms, in which case the forecasting accuracy of 
the equation generally improves. Most of the time, however, there is not much difference between 
OLS and WLS estimates. 
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Any time one is calculating regressions using time series with strong trends – whether they are 
components of aggregate demand and income, individual demand and supply functions, 
production functions, money supply, stock prices, or any other variable that grows over time – the 
original set of equations, based on the relevant theory, will usually show positive autocorrelation 
of the residuals, and will usually suffer from multicollinearity as well. These maladies could be 
due to a number of different factors, but most of the time the culprit is the strong common trend. 

Both the sample period statistical results and the forecasting properties of the equation are likely 
to be unsatisfactory unless these problems are resolved. Using the lagged dependent variable on 
the right-hand side of the equation – or using an autocorrelation adjustment – will provide a “quick 
fix” in the sense that the sample period statistical tests will appear to be better, but often the multi-
period forecasting record will become worse. It is better to use one of the methods mentioned here 
to eliminate the common trends. by random fluctuations, which usually means the absolute values 
of the parameter estimates are biassed down. If monthly or quarterly data are being used, one 
logical choice is to try annual percentage changes (i.e., this month or quarter over the same month 
or quarter a year ago). For forecasting with multiequation models, it is better for the lagged variable 
to be an average over the past year than simply a year ago, in order to avoid spurious cycles in 
forecasting more than one year out. 

If the annual percentage change method does not work, consider either ratios or detrending each 
series. These methods often do not solve the problem of autocorrelation. Yet while an AR(1) 
adjustment will superficially solve that problem, it generally will not improve forecasting accuracy 
for multi-period predictions and often makes the errors larger [9]. For variables without trends 
interest rates, inflation rates, foreign exchange rates of the dollar, etc. levels equations are 
preferred. There may still be some autocorrelation, but that is best handled by improving the 
specification of the equation rather than by moving to percentage  

So far we have looked at the problem of multicollinearity as it applies to two or more independent 
variables with strong trends. For illustrative purposes we used annual data. However, an even more 
common cause of multicollinearity occurs when quarterly or monthly data are used and the theory 
suggests several lagged values of one or more of the independent variables. For example, 
consumption depends on lagged as well as current income. Because of multicollinearity, the 
estimated coefficients in regression equations will generally be nonsensical if an entire string of 
lagged variables is entered in a single equation. Yet theory does not tell us precisely how long the 
lag will be, nor what shape the distribution will take: whether 90% of the reaction will take place 
in the first time period, or whether it will be spread over several years. 

In most key macroeconomic equations consumption, investment, exports, interest rates, wages and 
prices, etc. economic choices depend on lagged as well as current variables. The problem is 
obviously more important the shorter the time period considered: lagged values are more important 
for quarterly and monthly data than for annual data. At the industry level, changes in shipments, 
new orders, and inventories depend on what has happened in the past as well as the present. Only 
in cross-section data are lags generally considered unimportant. Since the product of two 
parameters cannot be estimated with linear methods, it is generally assumed that b1 is unity. That 
is essentially the same as dividing by b1, which would not affect any of the coefficients except the 
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constant term, whose value is generally unimportant. A formal exposition involves Lagrangian 
multipliers and more algebra than is appropriate here. However, on a heuristic level, we can think 
of fitting a quadratic (or a cubic) as an approximation of a more complicated lag structure that 
exists in the real world. Such an exercise is little more than curve fitting; but as pointed out earlier, 
theory doesn’t tell us the length or the shape of the actual lag structure, even if it does suggest the 
variables and the approximate magnitudes of the coefficients that should be expected. 

The PDL method is useful because it sharply reduces the number of degrees of freedom that are 
used in the estimation of the equation, it reduces multicollinearity, and it reduces the probability 
that one or two outliers will determine the shape of the estimated lag distribution. The major 
drawback to this method, as will be seen, is that for variables with strong trends, it is often difficult 
to determine empirically how long the lag should be, and what order the polynomial should be. 
Two of the most common examples of the use of PDLs in macroeconomics are the consumption 
function, and the lag between capital appropriations and actual capital expenditures. In the case of 
the consumption function, Friedman estimated a 17-year lag on income to approximate permanent 
income, although his original work was done before the concept of PDLs were used in 
econometrics. The regressions of capital spending on appropriations by Almon was the seminal 
use of PDLs in econometrics. 

Some textbooks suggest starting with a high-order polynomial and then dropping the insignificant 
terms; but in real life it does not make much sense to experiment with any polynomial higher than 
a cubic unless one has independent information that would suggest a more complicated lag 
structure. Don’t expect to be able to pinpoint the precise length of the lag structure. The R2 will 
vary hardly at all for adjacent lags [10]. In long lags, the coefficients often have the wrong sign for 
a few months or quarters, which doesn’t make any economic sense. However, it is often difficult 
to get rid of these erroneous signs without compromising the rest of the equation. My advice would 
be if the coefficients with the wrong sign are tiny, leave them in. “Tiny” in this context means a t-
ratio with an absolute value of less than 0.5. 4 Often, the tendency is to keep adding lags as long 
as 2 keeps increasing. 

However, that generally tends to make the lag longer than is the case in the underlying population. 
As pointed out, the adjusted R2 will keep increasing as long as the t-ratios of each additional term 
are greater than 1. However, in the case of PDL, this rule of thumb should be modified so that 
additional lag terms are not added unless the t-ratios of those additional terms exceed. Since the 
average length of business cycles used to be 4–5 years, it is sometimes the case, when using time-
series data before the 1980s that long lags may simply be picking up a spurious correlation with 
the previous cycle; this is known as the echo effect. Since business cycles happen less frequently 
these days, splitting the sample period and estimating the equations starting in 1982 should reduce 
if not eliminate any such effect. If the maximum length of lag is reduced in the more recent sample 
period, then the earlier correlation probably does represent an echo effect [11]. 

CONCLUSION 

Simple regression models can be useful for forecasting in certain situations. They are relatively 
easy to implement and interpret, and they can provide valuable insights into the relationship 
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between a dependent variable and one or more independent variables. However, the usefulness of 
simple regression models for forecasting depends on several factors, such as the quality and 
availability of data, the stability of the relationship between variables over time, and the presence 
of outliers or other data anomalies. In some cases, more advanced modeling techniques may be 
necessary to account for these factors and produce more accurate forecasts. Overall, simple 
regression models can be a valuable tool for forecasting, but their limitations must be carefully 
considered and addressed in order to produce reliable results. 
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ABSTRACT: 

Multiple Regression is a statistical method that enables the identification of relationships between 
a dependent variable and multiple independent variables. In the context of forecasting, Multiple 
Regression can be used to create a predictive model that can estimate the value of a dependent 
variable based on the values of several independent variables. Multiple Regression is an effective 
tool for forecasting because it can account for multiple variables and identify significant predictors. 
This technique can provide organizations with valuable insights into future trends, enabling them 
to make informed decisions and plan accordingly. 
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INTRODUCTION 

The use of PDLs is usually quite sensitive to the choice of variables in the equation. That makes 
testing the equation more complex. In general, you should include what are expected to be the 
relevant variables in the equation, rather It is possible that these outliers are “harmless,” which 
means the parameter estimates of the dependent variables will be about the same whether the 
outliers receive special treatment or not. In that case, adding a dummy variable simply improves 
the sample period fit without improving forecast accuracy. In such cases, the treatment of these 
outliers is irrelevant, and they can be ignored. However, that is usually not the case. It is more 
likely that the disturbances causing these outlying values also affect the independent variables; 
several examples are provided next. 

Before turning to economic relationships, we look at the statistical distortion that can occur from 
a purely random observation by choosing an artificial example where bad data are introduced into 
the sample observations. To illustrate how outliers and dummy variables can affect an equation, 
consider the equation in which the percentage change in consumption is a function of the 
percentage change in income and the yield spread with an average lag of half a year. The sample 
data are then altered by introducing one period of “bad” data for both consumption and income, 
and the regressions are recalculated with and without dummy variables to offset these outlying 
observations. The bad data used here are constructed by adding 100% to the actual change; e.g., if 
income rose 5% in that year, the bad data would show an increase of 105% [1]. 
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Not only is the R 2 close to zero and the coefficients insignificant, but their values are far different 
and, in one case, the value of the yield spread variable switches signs. If the error occurs in the 
independent variable and a dummy variable is added, the equation in this case is unchanged. If the 
error occurs in the dependent variable and a dummy variable is added, the resulting R 2 is far 
overstated, although the parameter estimates do not change. With an error of this magnitude, 
though, it is clear that some adjustment must be made: either a dummy variable must be added or 
the erroneous observations must be removed from the sample. If dummy variables are used, it is 
usually a good idea to recalculate the regression without those data points as a cross-check to make 
sure the equation has not changed very much. That will also provide a better estimate of the 
underlying value of R 2 for this regression the outlier occurs in the dependent variable, but that 
value is uncorrelated with any of the independent variables, regressions. 

One possibility is simply to omit all those observations from the sample period. However, that is 
not always advisable. Suppose the independent variable in question is used in a 20-quarter 
distributed lag; then 20 observations would have to be omitted for each missing data point. 
Sometimes data are available in slightly different form and can be combined spliced together. In 
other cases, quarterly data can be interpolated from annual series, or monthly data from quarterly 
series [2]. Naturally there is some risk in making up the data with a certain hypothesis already in 
mind, and then finding that the data support that hypothesis. All researchers would always prefer 
to have complete data sets. But when that is not possible, what are the “second best” alternatives? 

The problem with omitting observations from the sample period is intensified when long lag 
structures are used. Suppose one of the independent variables enters the equation with a distributed 
lag of 20 quarters, and the entire sample period is only 80 quarters. The sample period has already 
been reduced from 80 to 60 observations to accommodate this lag. To lose another 20 observations 
just because of one single missing data point could reduce the sample size to the range where the 
results are inconclusive. Monthly and quarterly data are available for auto sales starting in 1959, 
domestic light truck sales starting in 1966, and foreign light truck sales starting in 1976. Before 
that, only annual data are available. One option is to start the equation in 1976; however, that 
reduces the sample period almost by half. Since light truck sales, and particularly foreign light 
truck sales, were not very important in the early years (presumably one of the reasons that monthly. 

DISCUSSION 

 Simple interpolation is acceptable if the missing point appears in a series with a strong trend and 
a small variance around that trend. If there is no trend and the observations appear to be serially 
uncorrelated, one could simply use the mean value of the variable. That might be the case for 
percentage changes, for example. If one is taking deviations around the trend, the missing value 
would then be 0. Suppose one series (e.g., foreign truck sales) are available only on an annual basis 
for part of the sample period, while a closely related series (domestic truck sales) are available 
monthly or quarterly. Then one can interpolate monthly or quarterly series for foreign truck sales 
based on the annual data for that series and monthly and quarterly figures for domestic sales [3]. 
Calculate a regression relating the data series with the missing observation to other variables 
during the sub-sample period when all the data are available; then use the “predicted” value for 
missing observations. That is equivalent to estimating the equation by omitting sample points 
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where data are missing if none of the variables is lagged; but where lagged values are used, the 
size of the sample period can be expanded. 

 In these examples it is assumed that monthly and quarterly data are seasonally adjusted. If they 
are not, the appropriate seasonal factor should be added to that month or quarter when estimating 
the missing data. To a certain extent, it is not known how well these methods work, because by 
definition the missing data do not exist (although experiments can be constructed where one 
“pretends” not to have some of the observations). In general, though, (3) and (4) usually work 
fairly well where the relationships fit well during the periods when all the data are available. 
Conversely, assuming the value is equal to some sample period average generally does not work 
well and should be tried only as a last resort [4]. 

It is a truism, yet one that can be repeated often, that the estimated model is only as good as the 
underlying data. 

While examples of inaccurate data abound, it is useful to group them into the following general 
classifications: 

a) Outright errors. These are input errors, or changes in definitions that are not properly 
reflected in the published data. 

b) Data revisions. This is often a serious problem for macroeconomic data. The corrections 
are usually due either to (i) missing data in preliminary releases, or (ii) change in sample 
survey techniques. In some cases, such as the inclusion of business purchases of software 
in capital spending, the entire concept of the term is changed. 

c) Restatement of profits or other company information. To a certain extent, some of this is 
due to mergers, acquisitions, or divestitures, but the main problem is retroactive write-
downs. 

d) Fraud. In the international arena, intentional fraud may occur when the government wants 
to make the country’s output appear better than was actually the case (primarily, but far 
from exclusively, the case in former communist regimes). 

e) Defects in survey method or obsolete surveys. For example, the CPI weights could be based 
on the market basket consumers bought almost a decade ago rather than what they buy 
today. If one is focusing primarily on the prices of apples and oranges, it probably doesn’t 
matter. If the area of interest is CD-ROMs and Internet access, it probably does. 

f) Lack of understanding of how to collect the underlying data. This is probably more often 
the case for LDCs, although occasionally a new series even for the US will have to be 
completely revised when the underlying process is understood more thoroughly. 

g) Changes in growth patterns due to rebasing. In most cases, the growth rate will be reduced 
by moving to a more recent base year. However, in the case of computers, where the 
deflator declines, the opposite is true. 

h) Seasonal data. Seasonal patterns do change over time, but no method of adjusting for 
seasonal data is perfect, and sometimes these methods distort the underlying data. Also, 
when seasonal factors are revised, monthly or quarterly changes are often far different in 
the revised data. 
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i) Reclassification of companies from one industry to another often distorts industry data. 
This is particularly severe in the case of conglomerates, where small percentage change 
may shift the entire company from industry A to industry B. 

j) Consumer misreporting. For individual consumer data, individual income, assets, spending 
patterns, or saving might be misstated or misreported. In particular, people might 
understate their income because some of it was not reported to the Inland Revenue. 

k) There are no “textbook” answers about how to determine whether the desired data series 
are reliable, and no exhaustive list that will include all possible data deficiencies. The above 
list, however, covers most of the areas where data problems occur. 

In general, a dummy variable takes a value of 1 during designated periods and 0 elsewhere. For a 
series with constant seasonal factors, the seasonal dummies for quarterly data are 1 in the ith month 
or quarter and 0 otherwise. Sometimes, however, dummy variables either take on a variety of 
values, or they are combined with other terms. Thus in addition to seasonal dummies, one can 
distinguish among the following principal types of dummy variables. Examples are provided for 
each of these cases single or isolated event changes: wars, energy crises, strikes, weather 
aberrations changes in institutional structure: floating of the dollar, deregulation of the banking 
sector changes in slope coefficients: variable becomes more or less important over time • nonlinear 
effects: big changes are proportionately more important than small changes 

 

Figure 1: Illustrate the Multiple Regression. 

As already noted, it is a simple matter to boost the sample-period goodnessof-fit statistics with 
dummy variables without improving forecasting accuracy. Dummy variables are often properly 
introduced to reflect institutional changes: deregulation of a particular sector or industry. Compare, 
for example, the behaviour of the airline, trucking, banking, or stock market sectors before and 
after deregulation [5]. 

Another type of far-reaching change could occur because of changed expectations. For example, 
when the Fed did not have a credible monetary policy, declines in the unemployment rate were 
widely thought to presage higher inflation. However, once credibility was reestablished, the 
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tradeoff between unemployment and inflation disappeared. Company data for sales, orders, profits, 
etc., would obviously change if the company acquired another entity, or divested some of its 
divisions. For accounting and investment purposes, earnings per share can be restated so they are 
comparable, but any time-series data for total sales would show major shifts. Figure 1 illustrate 
the Multiple Regression. 

In terms of econometric application, one of the primary issues is whether the dummy variable 
should be applied to the constant term of the equation, to some of the slope coefficients, or possibly 
to the entire equation. In the latter case, the same functional form can be estimated for two or more 
sub periods. It was already shown in the previous section that erroneous data can, under extreme 
circumstances, seriously distort the parameter estimates. That case was exaggerated to emphasize 
the point, which is that the significant criterion is whether the dummy variable is correlated with 
the other independent variables. If the outlier is due to a truly random event, then omitting a 
dummy variable will reduce the sample period fit but leave the parameter estimates unchanged. 
However, if the dummy variable is correlated with the other independent variables, then omitting 
it will bias the other coefficients. Consider the case of an auto strike. Consumers buy fewer cars 
because they realize there will be fewer choices in the showroom, so they may not be able to find 
their preferred make and model, and may also receive a smaller discount. If the strike is lengthy, 
that will not only affect the auto industry but the economy in general: disposable income will fall 
and, although striking workers are not counted as unemployed, the unemployment rate will rise as 
other workers are laid off. Without the use of a dummy variable for strikes, the coefficients for 
income and the unemployment rate would probably be overstated [6]. 

However, that is not the end of the story. The auto strike delayed sales, but it probably did not 
cancel them. The loss of sales during the strike period is generally made up in the following period. 
Thus the appropriate value of the dummy variable would be -1 during the strike and +1 in the next 
period. In other industries, such as the steel industry, if the strike were anticipated, the dummy 
variable might be +1 in the period before the strike and -1 during the strike. If the strike lasted 
longer than expected, the dummy variable might have the values +1, -2, and +1. Only if there were 
a permanent loss of sales would the values of the dummy variable sum to less than zero. 

The same argument can be made for dock strikes: exports and imports both rise before the strike 
occurs, decline during that period, surge the next period, and then return to trend levels. In that 
case, the values of the dummy variable would also sum to zero over the period before, during, and 
after the strike. In some cases, the sum of the values of the dummy variable might be greater than 
zero. Suppose a hurricane devastates coastal areas. In the period before the hurricane, construction 
is at normal levels. After the storm ends, construction expenditures rise sharply for a while. If the 
rebuilding phase lasts several periods but gradually tapers off, the dummy variable might take the 
values 4, 3, 2, and 1 in the four periods following the storm. On balance, though, construction 
activity over the entire period will be higher than if no storm had occurred. 

Sometimes the interaction is more complicated. The Nixon Administration imposed a wage and 
price freeze on August 15, 1971, that lasted for 90 days. That was followed by Phase II of controls, 
lasting through the end of 1972, during which wages and prices could rise by only a certain 
percentage determined by the government. During Phase III, which started on January 1, 1973, 
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prices could be raised only by the amount that costs increased. Controls were ended on May 1, 
1974, at which point prices briefly rose by record amounts [7]. 

It might seem clear that a dummy variable that was negative during controls and then positive for 
a while would be appropriate. In some commodity price equations the dummy variable is 
important, as will be shown later. However, when the macroeconomic inflation rate is correlated 
as a function of labour costs, money supply, and oil prices, the residuals do not show any such 
pattern. A wide variety of dummy variables this author tried are not significant. In this case the 
reason is not obvious. The inflation rate is, and should be, negatively correlated with productivity 
growth. During the period of controls, many firms had an incentive to understate the rise in prices 
and hence overstate the rise in output, since the current-dollar numbers could not be easily fudged. 
As a result, reported productivity growth soared to 3.5% during the period of controls and then 
declined to -1.6% when they were removed. It is quite unlikely that such a pattern actually 
occurred. 

Yet both theory and empirical evidence suggest that productivity rises faster when inflation is 
lower, because capital goods are then purchased in order to earn their highest real rate of return, 
rather than being purchased as a hedge against inflation. Hence the strong negative correlation 
between productivity and inflation is theoretically as well as empirically robust. However, because 
of faulty data during that period, the correlation may be overstated. The use of a dummy variable 
should reduce that parameter estimate – if we had accurate data; but it is not available. In this 
particular example, a dummy variable is theoretically reasonable, but is not empirically significant 
[8]. 

This is perhaps an extreme example, but it illustrates how the use of dummy variables depends in 
large part on the correlation between the dummy variable and other independent variables. When 
they are correlated, it is good statistical practise to include a dummy variable: in that case, when 
used within reason, it is not just merely curve fitting or ad hoc adjustment. Over the past 25 years 
or so the US economy has undergone many structural changes involving deregulation. One of the 
most important was the deregulation of the banking sector in the early 1980s. Before then, growth 
in the money supply (M2) closely followed changes in the monetary base required reserves plus 
currency which could be closely controlled by the Fed. Since then, there has been no correlation 
between percentage changes in the monetary base and M2. Thus in estimating an equation for the 
percentage changes in M2, it is best to multiply the percentage changes in the monetary base by 
DBR – a dummy variable for changes in banking regulations which is 0 through 1980. 3 and 0 
afterward. A comparison of these two series shows that, starting in late 1980, money supply growth 
accelerated at the same time that the growth rate in the monetary base decreased. After 
deregulation, changes in the money supply were more closely correlated to loan demand than to 
the monetary base, so the changes in business loans are multiplied by (1 - DBR). Also, the spread 
between the Federal funds and the discount rate, while still a significant determinant of changes in 
the money supply, is much less important after 1980 than before. In a previous section of this 
chapter, I went over how to estimate the bivariate relationship between consumption and income 
using levels, logs, first differences, and percentage changes. This case study illustrates the results 
of extending the consumption/saving function to take into account monetary variables, 
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expectational variables, such as inflation and unemployment, and other significant economic 
factors. 

Consumption is dependent on some metric of average or expected income, not just current income, 
according to the modern theory of the consumption function. A weighted average of past income 
could be used to calculate expected income, but other variables that reflect consumer wealth, such 
as stock and home prices, can also calculate expected income. Interest rates are crucial. Lower 
interest rates also mean greater access to credit and the ability to refinance home mortgages at 
lower rates, making them a more significant determinant of consumption than the cost of 
borrowing. These are sometimes included in an index of consumer attitudes, which is then entered 
as a separate variable. Attitudinal variables, such as the rate of unemployment and inflation, are 
also significant. This strategy is not employed in this case because, as will be discussed further in 
the text, changes in consumer attitudes that are unrelated to inflation, unemployment, and stock 
prices do not seem to be correlated with consumer spending. 

In light of this, the theoretical function states that consumption is a function of current and lag 
income, the corporate bond rate at Aaa, the stock market index at S&P 500, the unemployment 
rate, the change in oil prices, and the relative price of homes. We are now going to think about the 
lag structure for each of these variables given that function. Those lags should be brief because 
changes in inflation and unemployment are expectational variables that affect timing rather than 
overall level of purchases. The lags for income, bond yield, stock prices, and home prices, on the 
other hand, could be significant based on theoretical considerations. Therefore, the first pass 
employs 12 quadrant PDLs, cubic polynomials, and a constraint at the far end; 12,3,2 in the 
EViews formula [9]. 

These findings are useless, though. All the signs, with the exception of income, quickly change as 
the lags lengthen. Further testing, which the user is encouraged to do, reveals that the signs flip-
flop even as the lag structure is compressed. In the end, there is only a one-quarter lag in the ideal 
structure for the bond yield, stock price index, and relative price of homes. Even the income term's 
coefficients experience a sharp decline, followed by a longer lag before they recover. The lag 
structures for durable goods and services are thus different. 

After determining that there is a long lag for income and short lags for all other variables, we then 
analyse these results using a variety of alternative formulations developed in this chapter, including 
OLS, WLS, logs, percentage change, ratio, and deviations from logarithmic trends. Only the 
summary t-statistics are presented here because the methodology has already been covered in some 
detail earlier in this chapter. The AR(1) transformation is used to make adjustments to all equations 
other than the one that uses percentage changes. Without that adjustment, OLS and WLS were 
identical in every way, so WLS is not listed because it is not applicable with the AR(1) 
transformation. The dependent variable in the ratio equation is the ratio of consumption to 
disposable income; in that equation, the percentage change in income correctly has a negative sign, 
reflecting the fact that consumption adjusts to income with a lag [10]. 

These findings are fairly illuminating. Starting with the levels function, it is simple to conclude 
that the relative home price variable is significantly less significant than the stock market variable. 
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The ratio function is no different in this regard. Relative home prices barely matter in the 
logarithmic function. Home prices are also not significant because random changes in the 
percentage change equation overwhelm the underlying function. Given that this is a longer-term 
effect, that might be anticipated. The fit is not improved by lengthening the lag in the percentage 
change equation, though, and the t-ratio for the change in stock prices becomes negative [11]. 

CONCLUSION 

Multiple Regression is a powerful statistical technique that enables the identification of 
relationships between a dependent variable and multiple independent variables. This makes it a 
valuable tool for forecasting, as it allows for the consideration of multiple factors that may impact 
the outcome variable. By using Multiple Regression to create a predictive model, organizations 
can gain insights into future trends and make informed decisions based on those insights. The 
technique can identify significant predictors, quantify their effects, and help identify any 
interactions between variables. 
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ABSTRACT: 

Advanced regression methodologies have gained significant attention in forecasting due to their 
ability to handle complex relationships between variables and capture non-linear patterns in the 
data. These methodologies include but are not limited to machine learning techniques such as 
random forests, neural networks, and support vector machines, as well as Bayesian regression 
models and quintile regression. 
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INTRODUCTION 

The t-ratio falls sharply, but stock prices continue to be significant, and relative home prices 
become significantly more significant. The deviation-from-trend equation fits the 1980s and 1990s 
much better than the levels equation does, according to an analysis of the residuals from the levels 
and deviations-from-trend equations, even though both fail to track the detrimental effect of the 
first oil shock on consumption. The deviations-from-trend equation seems to be the most accurate 
forecasting equation in the sense that future oil shocks are much less likely to interfere with 
consumer purchasing patterns. 

This illustration demonstrates that while it is plausible to assume that consumer spending patterns 
are based on long lags, this does not prove to be the case empirically. That finding by itself does 
not disprove the hypothesis that consumption is more strongly influenced by long-run average or 
expected income than by current income. It instead emphasizes a number of other outcomes. The 
availability of credit is the first factor that influences when many consumer purchases are made 
[1]. 

Second, lag changes in real disposable income are less closely related to expected income than 
they are to factors like current stock prices and relative home prices. Long distributed lags therefore 
do not perform well in this equation. Later in this text, we will reevaluate how well different 
consumption functions can predict future behavior, both with and without attitude variables. 
Additionally, this case study makes the suggestion that even though polynomial distributed lags 
are frequently helpful, you shouldn't use them if they don't work. Long lags are significant 
determinants for functions relating to bond yields, capital spending, and the Federal funds rate. 
Although the lags are much shorter, using PDLs to create accurate forecasting equations for 
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consumer spending is not advisable, at least for discretionary purchases. According to 
conventional microeconomic theory, in an equilibrium, the marginal product of capital equals the 
cost of capital and the marginal product of labor equals the wage rate.  

While the wage rate is clearly defined in terms of dollars per hour, the cost of capital has a time 
component because capital goods typically have a long lifespan. The cost of equity capital (stock 
prices), the rate of depreciation, and tax laws intended to affect capital spending (such as the 
accounting rate of depreciation and the rate of investment tax credit) must all be taken into account 
in addition to the cost of the capital good. The corporate income tax rate is also a factor to be taken 
into account. Additionally, the value of the marginal product of capital is influenced by how much 
the product costs in relation to the cost of the capital good. The average product of capital, which 
is output divided by capital stock, is proportional to the marginal product of capital if the firm is 
operating on the constant portion of its cost curve. According to this supposition, the optimal 
capital stock would be inversely related to the various components of the cost of capital and 
positively correlated with output [2]. 

For a number of reasons, this theory needs to be modified. First off, capital is "lumpy" in 
comparison to labor; one cannot buy a machine in half or a building in thirds. Second, the 
construction of a new machine or structure requires time. Third, there's the possibility that some 
businesses have excess capacity. In this case, even if output rises or capital costs fall, businesses 
might decide against investing in new machinery and equipment because the current stock is 
sufficient. Fourth, all the discussion so far has focused on net investment; even if output hasn't 
increased, businesses may replace worn-out machinery and other assets as it ages. 

Empirical estimation of investment functions is challenging as a result of these modifications. The 
possibility of different lag structures for each of the variables adds another challenge, which is 
directly relevant to the discussion in this chapter. To ascertain the lag structure, PDLs are 
employed. Strong common trends may also cause multicollinearity issues, which recommends 
employing one of the techniques for trend eradication. 

Different lag structures might exist for each of the independent variables, including GDP minus 
capital equipment, stock prices, the real bond rate, the impact of tax regulations on investment, the 
cost of capital equipment relative to the GDP deflator, and the relative price of oil. The latter term 
is included separately because the energy sector requires more capital than the rest of the economy, 
increasing the ratio of capital spending to GDP as relative oil prices rise. Both in the late 1970s 
and the first half of the 1980s, this occurred; when oil prices then dropped, the ratio of capital 
spending to GDP decreased for a number of years [3]. 

Given that firms factor in both output and the cost of capital when determining their capital 
spending plans, one might initially anticipate that the lag structures for all the terms would be 
similar. The situation is different, though. In comparison to the cost of capital, the lags for output 
are much shorter. There are numerous justifications for this that are outside the purview of this 
discussion, but the main point can be summed up as follows. Think about two capital goods: one 
has a lifespan of three years (personal computers, cars), and the other has a lifespan of twenty years 
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(electrical generating equipment, jet aircraft). The cost of capital becomes more significant as a 
product's economic life lengthens.  

DISCUSSION 

Consumers can apply the same analogy: the interest rate is much more critical when purchasing a 
home than when purchasing a computer. Since a computer's lifespan is relatively brief, the decision 
to buy one will be primarily based on the output level in the most recent period. As a result, the 
demand for both long-lasting equipment, where the cost of capital with a long lag is important, 
and short-lasting equipment, where output with a short lag is important, can be seen as part of the 
capital equipment function. Indeed, that is what we discover, but we still need to make a change. 
The investment tax credit was introduced in 1962, increased in 1964, suspended in 1966, resumed 
in 1967, suspended in 1969, resumed in 1971, increased in 1975, expanded in 1981, and modified 
in 1982 before being discontinued in 1986. Throughout its existence, it was frequently used as a 
short-term policy variable to stimulate or deter the purchase of capital equipment. Nearly as 
frequently, adjustments for depreciation were also made. This user cost term element has a shorter 
lag because it tended to influence the timing rather than the amount of capital expenditure. 

Last but not least, keep in mind that the stock market variable has two functions. Because it acts 
as a stand-in for expected output, it is significant with a short lag. With a longer lag, it is also 
significant because it measures the equity cost of capital. As a result, the weights begin quite high, 
drop almost to zero, and then increase once more. The l PDL usage is more of an art than a science. 
However, I provide the following fundamental principles for figuring out the lag structure [4]. 
Make an educated guess at the lag structure's approximate length first; if the guess is off, it 
probably won't affect the outcome, but it will take more time. Since we are aware that decisions 
regarding capital expenditures are based on data from several years, a reasonable starting point 
could be 3–4 years. 

A cubic polynomial constrained at the far end is typically the default choice for PDLs, which 
means that the coefficients are assumed to be zero beyond the maximum length of lag specified. 
Although it is also possible to constrain the value of the coefficients to zero at the close end of the 
lag structure, this method is rarely employed as a first estimate. The code for variable R (let's say) 
with this lag structure in EViews would be written as PDL. R could represent a level or percentage 
change and it could also have a lag at the beginning. The EViews code would be to calculate the 
percentage change of R starting with a three-quarter lag. Typically, the initial outcome won't be 
satisfactory. There will be terms with the incorrect signs and insignificant terms in the lag 
distribution. A quadratic equation would be sufficient in some circumstances where the cubic term 
may not be significant. 

Generally, it is preferable to shorten the lag structure until all remaining terms meet this 
requirement if the PDL equation's individual terms have a t-ratio of less than 2. It makes sense to 
lengthen the lag structure if the terms at the tail of the lag distribution seem to be highly significant 
as long as they continue to be so. At the start of the distribution, terms can occasionally be close 
to zero. This suggests a longer lag when the variable is first introduced. A zero value constraint 
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for the coefficients at the close end of the distribution is occasionally also recommended [5]. Figure 
1 illustrate the Comparison of basic and advanced regression forecasting methods. 

 

Figure 1: Illustrate the Comparison of basic and advanced regression forecasting methods. 

They represent the "simple" cases. Sometimes a variable will start out being significant, then lose 
its significance or change its sign, before becoming significant once more. Other times, the variable 
will switch signs, with both significant positive and negative values. Should we keep or throw 
away these findings? But occasionally they are economically sensible. Each type is represented by 
one example in the investment function. The dual purpose of the stock market variable causes its 
coefficients to be highly significant, then decline, then rise once more. The structure is preserved 
even when the coefficients become negative because the negative terms’t-ratios are never less than 
1.0, indicating that they are not at all significant. 

The other peculiar case is the value of the relative oil price coefficients, which change from 
negative to positive. In this case, economic theory can support the lag distribution. For example, 
when oil prices increase, the initial effect is to reduce real growth and profitability for most firms, 
which leads to investment reduction. The positive impact eventually outweighs the negative 
impact, however, as higher oil prices encourage investment in the energy sector [6]. 

For example, if the weights were assumed to decline monotonically, that assumption could be 
entered into the regression without using a PDL. PDLs are not advised unless the lag structure is 
assumed to be fairly long and complex. Without using PDLs, it is challenging to estimate an 
equation that yields reliable predictions for the investment function. Several additional 
observations on this equation seem pertinent at this time. In particular, we note that the t-ratio of 
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the RCCE (-3) term is only 1.66, and the DW is an uncomfortably low 0.92, despite the apparent 
high R 2, which is fairly typical for time series with strong trends. The following addresses both 
of these points. 

It would be tedious to repeat all of this information for each of the six forms of the equation listed 
above; instead, readers who are interested can estimate these equations independently. An 
overview of the findings is provided. The RCCE term is much more significant (t-ratio of 6.1) in 
the logarithm equation than the SP500 term, which disappears entirely. The capital stock, RCCE, 
RAAA, and RPOIL terms all disappear from the percentage change equation because random 
fluctuations dominate it, making it of relatively little use. All of the variables' significance is 
restored when using the capital spending to GDP ratio as the dependent variable, but the SP500 
term is now only significant with a brief lag. In the equation for deviations from the trend, every 
term is significant, and the RPOIL term almost disappears. The results compared to the levels 
equation hardly change when using weighted least squares [7]. 

The Durbin-Watson statistic reveals significant autocorrelation in all equations except the 
percentage change equation, where nearly all the terms are dropped. The majority of the terms 
don't change much when the AR (1) adjustment is applied, with the exception of the relative price 
of oil, which becomes negligible. The issue of whether to remove it from the equation's final form 
is brought up by this. Although WLS barely makes a difference, it is not further considered, it is 
not immediately clear from these comments which of the five forms of the equation will produce 
the best forecast. Due to the variance's apparent high proportion of random fluctuations, the 
percentage change form can be discounted.  

The logarithm equation has too large a coefficient for capital stock and too small a coefficient for 
stock prices relative to a-priori expectations. The user cost of capital term is not significant in the 
levels equation, which does not seem to be a reasonable result. Hence the choice is between the 
ratio and the deviations-from-trend. Further experimentation reveals that when the ratio equation 
is “tidied up” to remove PDL coefficients that are significant or have the wrong lag, several other 
terms become insignificant, so the final choice is the deviation-from-trend equation. Since DW is 
quite low checking the structural stability of individual equations is one of the key steps in model 
building. Unfortunately, it is sometimes ignored, because the results are not so easy to fix. 
Autocorrelation, heteroscedasticity, or multicollinearity can generally be reduced by 
straightforward and relatively simple adjustments. However, if tests show that the equation is 
unstable, that often means starting all over again with a different specification. 

It is often difficult to find a reasonable equation that meets all the statistical tests, including the 
stability of coefficients. Of course, even accomplishing this goal provides no guarantee that the 
forecasts will be accurate. However, if the equation is unstable, mis-specified, or omits relevant 
variables, that almost guarantees the forecasts will not be accurate. Thus, satisfying the tests 
discussed in this chapter is a necessary condition for successful forecasting, even though it ais not 
sufficient. We first discuss further tests for the residuals of the equation, checking for normality, 
autocorrelation, and heteroscedasticity, then turn to some of the methods that allow the researcher 
to check for the stability of the equation. 
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These tests are then applied to a quarterly equation for new motor vehicles. An equation for 
housing starts is used to illustrate various alternative methods for adjusting the constant term. 
Finally, an equation for the dollar yen cross rate is used to illustrate some of the pitfalls of multi-
period forecasting condition holds, the R2 and t-statistics are likely to overstate the actual goodness 
of fit. 

One of the useful characteristics of the normal distribution is that it is completely described by the 
mean and variance. However, that is not true for other distributions. Hence if the residuals are not 
normally distributed, higher-order moments, particularly scenes and kurtosis, might be 
significantly different from the normal distribution. That is the basis of the Jarque–Bera test, 
previously mentioned when histograms were discussed. To review briefly, that test statistic is 
given as: where S is skewness, K is kurtosis, T is the number of observations, and k is the number 
of variables [8].  

The probability and significance levels of JB are included in EViews, but it ais usually obvious 
whether or not the residuals are normally distributed by looking at the histogram. If more than one 
outlier are three or more standard deviations from the mean, those observations are presumably 
not drawn from the same population as the rest of the sample period data. You have to decide 
whether that unusual situation is a one-time event that will not recur, in which case it probably will 
not affect the forecast, or whether it should be treated by adding another variable, using dummy 
variables, omitting the outliers, or including some nonlinear transformation. 

In particular, the residuals could still be serially correlated, as is often the case for economic time 
series. Since this is one of the most common results for regressions estimated with time-series data, 
further tests are often warranted. In some cases, the residuals of the estimated equations will be 
normally distributed, with no autocorrelation and no heteroscedasticity, yet the equations 
themselves will generate poor forecasts. In many cases, this occurs because there has been a shift 
in the parameters of the underlying structural equation. In the worst possible case, the structure 
remained constant during the entire sample period but then radically shifted just as the forecast 
period started. There is no secure for that disease, and when it does happen, the forecasts will be 
inaccurate. However, that is a fairly unusual circumstance. Usually, any shift in the structure can 
be detected during the sample period. Under those circumstances, a battery of standard tests can 
be used to uncover this shift, permitting the model builder to adjust the forecasts accordingly. 

The Chow test6 was one of the first regression diagnostic tests to be developed, and is still one of 
the most important. The idea is quite straightforward. Divide the sample period into two (or more) 
sub-periods. Calculate the regression during all of these periods, and then calculate the regression 
separately for individual sub-periods. The Chow test then compares the sum of the squared 
residuals obtained by fitting a single equation over the entire sample period with the residuals 
obtained by estimating separate equations over each subsample period. If the residuals are 
significantly different, the coefficients have probably shifted, which increases the probability the 
equation is unstable and the co-efficients will shift again in the forecast period, generating poor 
forecasts. Econometricians realise that time-series regressions should be tested by omitting some 
of the data points.  
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The Chow test provides just such a test. However, since the choice of break point chosen by the 
researcher is somewhat arbitrary, it would be better to examine the equation over time as sample 
points are added one by one. In the past, that used to represent a tremendous amount of regression 
time on the computer, and was seldom done. However, EViews provides the algorithms to combine 
these results and shows them on a single graph for each test, thus making the comparison and 
analysis much easier to absorb and analyze. 

The EViews programme performs six separate tests in this area; while some are a more important 
than others, taken together they provide a comprehensive analysis of how the parameters change 
over time and whether the equation can reasonably be expected to remain stable over a reasonably 
long forecast period. The programme calculates values of the residuals in the period immediately 
after the end of the truncated sample period. For example, the equation would be estimated through 
1975.4 and those coefficients would then be used to predict a1976.1. If that estimate falls outside 
two standard errors as also calculated by the programmed), the test suggests the coefficients are 
unstable. This process is then repeated until the end of the full sample period [9]. 

The acronym stands for cumulative SUM of the residuals. In this test, the cumulative sum of the 
residuals are plotted; hence the bands widen over time. If the equation generates one-period errors 
that are random, will show the cumulative residuals remaining within their error bands. On the 
other hand, if the errors are cumulative (as would likely be the case if one were to use the lagged 
dependent variable on the right-hand side of the equation), they would increasingly lie outside the 
2 as bands as time progresses have been a structural shift in recent periods that is noticeable in the 
residuals but has not occurred for a long enough time to warrant the inclusion of an additional 
variable. 

This point is now illustrated with a quarterly equation for housing starts. It will be shown that I 
while the equation adequately tracks all the major cycles in housing starts, the residuals are highly 
autocorrelated; (ii) the residuals in recent years have all been positive; (iii) adjusting the forecasts 
by the average size of the recent residual materially improves the forecast: (iv) adding additional 
variables to try and explain the recent residuals worsens forecast accuracy, and (v) adjusting for 
autocorrelation using the AR(1) method also materially worsens forecast accuracy. While these 
results are based on only one equation, this author can state after many years of actual forecasting 
that results aof this sort are the rule rather than the exception [10], [11]. 

CONCLUSION 

Advanced Regression Methodologies have emerged as a powerful tool for forecasting, particularly 
in cases where traditional linear regression models fail to capture the complex relationships 
between variables. Machine learning techniques such as random forests, neural networks, and 
support vector machines are effective in handling high-dimensional datasets with numerous 
variables and capturing non-linear patterns in the data. Bayesian regression models allow for the 
incorporation of expert knowledge into the model, improving forecasting accuracy. Quintile 
regression provides a more complete picture of the relationship between variables, particularly in 
cases where the data is skewed or outliers are present. 
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ABSTRACT: 

The Box-Jenkins Method is a time-series analysis technique that is widely used for forecasting 
future values of a time series. It involves identifying the order of autoregressive integrated moving 
average (ARIMA) models, estimating their parameters, and checking the adequacy of the model 
through diagnostic tests. The method is particularly useful when historical data is available, and 
the time series has a pattern that can be modeled using ARIMA. The Box-Jenkins Method has been 
successfully applied in industries such as finance, economics, and engineering. However, it has its 
limitations and assumptions that need to be carefully considered when applying it to real-world 
data. Overall, the Box-Jenkins Method is a powerful tool for forecasting time series data, and its 
widespread use is a testament to its effectiveness. 
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INTRODUCTION 

The RMS may not be appropriate in all circumstances. In particular, individuals or firms might 
face an asymmetric loss function: if the predicted values are below the actual values, the firms may 
lose some sales, whereas if the predicted values are higher than the actual values, the firm may go 
bankrupt. It is also possible that in certain applications, such as financial markets, predicting the 
direction in which the particular market will move is just as important as predicting the magnitude 
of that move.10 In other cases, trend forecasts may be less important than accurate predictions of 
turning points There are many equations which, if correctly estimated and thoroughly tested, will 
generate forecasts that are well within the estimates indicated by the SE. In those cases, the 
econometricians have presumably done their work well, and no further comment is needed. 
However, as this author can attest, there are often times when an equation that appears to be robust 
by all standard statistical tests generates very poor forecasts [1]. 

The practical question is what to do in such situations. It is, of course, possible that the equation 
has been mis-specified, so the only reasonable solution is to start all over again. In many cases, 
however, forecast accuracy can be improved by using some of the following tools. First, some 
econometricians suggest recalculating the equation with an AR (1) transformation. Second, it is 
often advantageous to adjust the constant terms based on recent residuals. 
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Third, forecast error is often increased by faulty predictions of the independent variables; in some 
cases, using consensus forecasts may help. The advantages aand disadvantages of these methods, 
together with several examples, comprise the remainder of this chapter. It should also be noted 
that forecast error should be evaluated not only in comparison to the sample period error, but 
relative to errors generated from so-called naive models, which assume that the level or percentage 
change in a given variable is the same as last period, or in a somewhat more sophisticated version 
– that the variable is a function only of its own lagged values and a time trend. Hence the 
forecasting record of naive models is also considered in these examples. 

Case study 1 on page 90 presented an equation for the annual percentage changes in constant-
dollar retail sales at hardware and building materials stores for the period from 1967 through 1998. 
The data series itself has a standard error of 6.6%, so if one assumed that hardware sales would 
rise at the average amount every year, the average forecast error would be 6.6%. A regression with 
current levels of the change in disposable income, housing starts, and the unemployment rate, and 
lagged changes in the Aaa corporate bond rate, explains 89% of the variance and reduces the 
standard error to 2.2%. It would appear this equation does indeed predict most of the change in the 
hardware sales [2]. 

Yet equations of this sort are always subject to multiple sources of possible forecast error. As noted 
above, the first is the random generation process that ais reflected in the SE of the equation itself. 
The second test is the possibility that the structure will shift outside the sample period. The third 
is that the structure may remain unchanged, but forecasts for the unlagged values of the 
independent variables may be inaccurate. 

Two major tests can be applied. The first one is to estimate the equation through a truncated sample 
period, ending in (say) 1993 and then forecast ahead, using the equation outside the sample period 
but inserting actual values of the independent variables. The second test is to use the consensus 
forecasts made each year for the percentage change in income, actual change in housing start, and 
level of unemployment. Since the bond rate is lagged, it is known with certainty when the forecasts 
are made and hence does not contribute to any error for one-year forecasts. 

SE for the 1994–8 period calculated with an equation estimated through 1993 is only 2.1%, 
virtually the same as the SE of the fitted residuals if the equation is estimated through 1998. This 
indicates stability of the equation. Of course this is never a perfect test, as it could be claimed the 
equation fits so awell because we know what happened in the 1994–8 period and adjusted the 
sample period equation accordingly. In this particular case, however, the author actually used such 
an equation to predict hardware sales and can therefore warrant that the structural form of the 
equation did not change over that period. 

DISCUSSION 

The next test substitute’s consensus forecasts for the actual values of income, housing starts, and 
the unemployment rate, and then recalculates SE for these five years. As shown in table 5.1, using 
predicted values for the unlogged independent variables boosted SE from 2.1% to 3.7%. These 
forecast errors are still smaller than the 5.2% error which would be generated by assuming the 
percentage change this year is the same as last year, but they are substantially higher than the ex 
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post simulation errors. The error from the naive model is generated by assuming the change this 
year is the same as the change last year. 

As shown in table 5.1, the difference in the RMS between the values when the sample period 
includes 1994–8 and excludes it is virtually nil. On the other Econometric modelling started in the 
1920s and 1930s. Early attempts to build forecasting models centered on the estimation of 
equations to predict agricultural prices and quantities and stock market prices. The discipline then 
spread to building models for macroeconomic forecasting purposes. While early models included 
only 20 to 30 equations, the size rapidly increased, and by the 1970s some macro models contained 
thousands of individual equations. 

While initial expectations for these macroeconomic models were quite optimistic, the quality of 
forecasts they delivered was disappointing. The nadir was reached in the 1970s and early 1980s, 
when models were unable to predict the simultaneous occurrence of double-digit inflation and 
unemployment. In particular, these models were also unable to predict any of the four recessions 
occurring between 1970 and 1982 [3]. These well-publicized failures, coupled with the inability 
of econometric models to predict financial markets accurately, led to a reexamination of the 
sources of error in structural models and a movement away from this approach toward non-
structural models. As already noted, error from structural models occurred not only because of 
random elements but because the underlying data generation function often shifted, and it was 
difficult to predict the independent variables accurately. 

 

Figure 1: Illustrate the Forecasting procedure using Box-Jenkins approach 

For these reasons, econometric analysis and development of forecasting models has shifted in the 
past 30 years towards placing a greater emphasis on non-structural models. This part of the book 
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analyses single-equation models; multi-equation models are considered in chapters 11 and 12. In 
these nonstructural models, a given variable is a function only of its own lagged variables, lagged 
error terms, and truly exogenous variables such as time trends. 

This author has been using econometric models to generate macroeconomic aand industry 
forecasts since 1963. Even initially, it was obvious that forecast accuracy was improved by 
adjusting the constant terms of the regression equations. There was always a certain amount of 
independent judgement used ain that procedure, but the changes often tended to be based on ad 
hoc rather than systematic methods. Sometimes, judgment played a greater role in determining the 
forecast than the underlying structure of the equations. Thus it became logical to raise the issue 
that forecast accuracy might be improved by systematizing the adjustment procedure or, in some 
cases, jettisoning the structural approach completely.  Figure 1 illustrate the Forecasting procedure 
using Box-Jenkins approach. 

The position taken in this text is that the choice of model is an empirical rather than a theoretical 
question. It is quite likely that some combination of methods structural models, time series models, 
and exogenous information in the form of field surveys or indexes of sentiment can provide more 
accurate forecasts than any single method, and this possibility is examined later in athe text. That 
approach is not a new development; the original Wharton econometric forecasting model, 
developed in the early 1960s, contained equations with terms for consumer and business sentiment 
as well as econometrically determined variables. 

Even large sophisticated structural models can be reduced to the form where each variable is a 
function only of its own lagged values and truly exogenous variables. Admittedly, such models 
contain no estimates of elasticity’s or multipliers, and cannot be used for policy prescriptions. 
Nonetheless, if the two approaches can be shown to be logically equivalent, it is worth testing 
these alternative statistical methods to see whether in fact they can reduce forecast error. 
Sometimes forecasting models are developed to track a large number of individual product lines, 
inventories, or production schedules. It may not be feasible to generate structural models for each 
individual item, so time-series regression equations represent a more realistic approach for 
forecasting and tracking these individual items [4]. 

Hence there are several reasons why time-series models are considered part of practical business 
forecasting. In most cases, these models perform better when the trend and seasonal factors have 
been removed from the original data we first turn to a discussion of those issues before focusing 
on the estimation of autoregressive and moving average models then discusses the possible 
benefits of combining different forecasting methods to reduce error.  Theoretically, any time series 
can be decomposed into trend, seasonal, cyclical, and irregular factors. Under certain conditions, 
the irregular factor will be randomly distributed. However, this decomposition is often not 
straightforward because these factors interact. Also, the cyclical factor does not follow some 
preassigned function such as a sine curve, but contains random elements of timing and magnitude. 
Thus most of the discussion in this chapter will focus on removing the trend and seasonal factors. 
In some cases, the Hodrick–Prescott filter can be used to remove cyclical factors. 
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We first consider monthly data for general merchandise sales and discuss various methods for 
extracting the trend and seasonal factors. General merchandise sales, which comprise SIC 53, are 
similar to department store sales, but include discount stores, variety stores, and other 
establishments that sell a wide variety of goods. Sales in stores that sell a specific class of items – 
hardware, apparel, furniture, home appliances, jewelry, etc. are reported in other two-digit SIC 
codes in the retail sales sector. Later in this chapter the data for apparel sales (SIC 56) are used to 
illustrate the concept of shifting seasonal factors because of moving holiday dates. The seasonally 
unadjusted data for general merchandise sales. 

 Sales rise every December and decline every January the seasonal swings are much greater in 
more recent years, although one cannot tell from this graph whether the percentage changes are 
greater.  The December peaks were smaller in 1990 and 1991, when there was a recession. As 
shown below, this is also true for earlier recessions, although it is not as obvious from the graph 
[5]. These points reveal substantial interaction between the trend, seasonal, and cyclical 
component. Furthermore, if one were to correlate retail sales with the usual economic variable’s 
income, cost and availability of credit, expectations, etc. the residuals would be serially correlated, 
so the “irregular” component would not be random. 

General merchandise sales exhibit a strong upward trend. However, it is not obvious whether that 
trend is linear. Indeed, regressing sales against a linear time trend quickly reveals that the residuals 
are large and positive near the end of the sample period. This is not surprising; it is more likely 
that the rate of growth of sales, rather than the actual change, would be constant. This equation can 
thus be refitted using the logarithm of sales as a function of a linear time trend. However, that 
doesn’t work so well either, because the residuals in the middle of the sample period are larger, 
suggesting the growth rate of sales is smaller now than was the case earlier. Since these data are 
in current dollars, that is presumably due to lower inflation. The trend is not removed from the 
residuals until a quadratic function is used, in which the logarithm of sales is a function of time 
and time-squared.  

Another possibility, considered later, is to re-estimate the function using constant-dollar sales, 
which may be useful for econometric analysis but would not answer the question of how much 
actual sales are likely to change in the near future without also predicting the change in prices. In 
some cases the researcher or model builder will want to identify and estimate the seasonal factors. 
This would be the case, for example, if someone wanted to know how much additional stock to 
order before the holiday shopping season, or how much to cut back on inventories before plant 
closings summer. In other cases, model builders want to use seasonally adjusted data to avoid 
spurious correlations. As already shown, retail sales rise sharply each December. Because people 
earn and spend more money, income and credit outstanding also rise sharply each December. Thus 
a simple correlation between these two series without seasonal adjustment would overstate the 
correlation between consumption and income, and consumption and credit. The methods for 
seasonal adjustment discussed in this section can be used for either of two purposes. In some cases, 
the desired objective is to prepare seasonally adjusted data. In other cases, the seasonal adjustment 
factors themselves are desired for forecasting purposes [6]. 
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The underlying principal behind seasonal adjustment is quite simple if the seasonal factors remain 
constant. The problem is that, in most economic time series, they do not. The causes of changing 
seasonal factors can be divided into three categories: random changes, such as those associated 
with the weather; shifting patterns associated with variations in the calendar (such as the movable 
date of Easter, or different number of weekends per month); and shifts in factors related to 
economic decisions. The latter case is represented by such phenomena as the lengthening of the 
Christmas holiday shopping season, or fewer plant shutdowns during the summer. 

One well-known example of the first type of change in seasonal factors is the pattern of housing 
starts in the Northeast and Midwest regions of the US, which decline sharply every January and 
February because of the cold weather. While a similar pattern occurs every year, the severity of 
winter varies considerably from one year to the next. The seasonal factor for housing starts in 
January and February for these regions is about, which means actual housing starts are multiplied 
by 2 to obtain the seasonally adjusted. Suppose actual housing starts in these two regions of the 
country usually average about 20,000 per month in January and February, or about 480,000 on a 
seasonally adjusted annual rate basis. Because of unusually mild winter weather one year, that 
figure rises to 27,000 per month. The seasonally adjusted annual rate figures would increase to 
648,000. Assuming no offsetting weather effects in the South and West, seasonally adjusted 
housing starts at annual rates would increase 168,000, which might lead some economists to 
conclude that housing activity was accelerating [7], [8]. 

Other, wiser hands would point out that the surge was due to mild weather, but even that is not the 
end of the story. If in fact the underlying demand for housing has not changed, then housing starts 
in the Northeast and Midwest will actually total 480,000 by year-end. However, the seasonally 
adjusted data will tell another story. Suppose houses were started ahead of schedule in January and 
February, resulting in fewer starts during the peak months of June and July, when the seasonal 
factor is about 0.8. The switch of 7,000 starts from Jun/Jul to Jan/Feb will add 168,000 at 
seasonally adjusted annual rates in the first two months of the year, but subtract only 67,000 from 
the Jun/Jul figures. Hence the seasonally adjusted total for the year will be 101,000 more than the 
actual number [9]–[11]. 

CONCLUSION 

The Box-Jenkins Method of forecasting is a widely used and effective technique for analyzing and 
forecasting time series data. The method involves identifying, estimating, and diagnosing ARIMA 
models based on statistical tests and analysis of historical data. The accuracy and reliability of the 
method have made it a valuable tool in industries such as finance, economics, and engineering, 
where accurate predictions are essential. However, the method has its limitations and assumptions, 
and its application to real-world data requires careful consideration of these factors. Overall, the 
Box-Jenkins Method provides a powerful framework for forecasting time series data and has 
contributed significantly to the field of time-series analysis. 
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ABSTRACT: 

Communicating forecasts to management is a crucial aspect of effective decision-making in any 
organization. Forecasts help managers anticipate future trends, identify potential risks, and make 
informed strategic decisions. However, communicating forecasts can be challenging, as managers 
may have varying levels of understanding and different information needs. To effectively 
communicate forecasts to management, it is important to tailor the message to the audience. This 
means using clear and concise language, avoiding technical jargon, and presenting the information 
in a format that is easy to understand. It is also important to provide context and explain the 
assumptions and limitations of the forecast, as well as any potential sources of error or uncertainty. 

KEYWORDS:  
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INTRODUCTION 

Obviously, this discrepancy cannot remain on the books. The Bureau of the Census, which 
prepares these figures, goes back and adjusts the numbers so that the seasonally adjusted and actual 
totals are identical. Yet in the meantime, the figures reported on a monthly basis are misleading. 
Furthermore, the equilibration of the two series means the seasonal factors for January and 
February will be adjusted because of the mild winter, so if there is a severe winter the following 
year, the seasonally adjusted housing start data will understate the true level of starts. 

 No method will entirely compensate for this anomaly, and as a result, “seasonally adjusted” data 
from the government often contains unintended inaccuracies. This is an unavoidable error, not a 
criticism of the highly sophisticated methods used at Census, yet it does lead to forecasting errors. 
In recent years, the seasonal adjustment programmes have been refined to isolate or reduce the 
importance of outliers due to weather or other exogenous causes [1]. 

In other cases, changes in seasonal adjustment factors are due to predictable patterns. Since these 
changes are not random, the problems are usually less severe. In the case of changes in the 
calendar, the adjustments are straightforward. Some months may have more trading days than 
others, or more weekends; the seasonal adjustment algorithms can easily be adjusted to take this 
into account. The other major source of seasonal variation in this category revolves around 
changing dates for holidays, notably Easter. We show below how changes in the date of Easter 
Sunday affects the seasonal factor for apparel sales in March and April. 
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The more complicated issue arises when the seasonals shift due to economic factors. For example, 
the Christmas shopping season now extends further in both directions. Another example is that 
many manufacturing plants do not shut down as much in summer as they used to. Demand for 
power used to peak on cold days in the winter; now it peaks on hot days in the summer. More 
people vacation in Florida in August than used to be the case. 

Many firms, such as hospitals and educational institutions, raise their prices only once a year. 
During years of rapid inflation, hospital costs rose an average of 10% per year. Since these changes 
usually occurred in January, the seasonal adjustment factors gradually incorporated this change. 
During the 1990s, the annual increase in hospital costs fell to about 3% per year. Thus, for a while, 
the seasonally adjusted figures for hospital costs in January would show a 7% decline. Eventually 
this problem was fixed, but when the rate of inflation slowed down in the US in the 1980s and 
1990s, the seasonally adjusted data for the CPI initially showed an actual decline in January the 
current revised data have fixed this error, so you won’t find it now. 

Seasonal factors can also be affected by outlying values. Suppose some exogenous event an oil 
shock for the PPI – caused a change in one given month that was 10 times as large as an ordinary 
seasonal factor. If that one point is treated the same as all other observations, it will dominate the 
seasonals in other years. One possibility is to omit it entirely; another way is to dampen it [2]. 
However, it cannot be ignored entirely without distorting the seasonal factors in subsequent years. 
Census Bureau programmes have been designed to treat all these and other factors, and the 
methods they use will be briefly outlined. First, however, it is useful to understand how seasonal 
adjustment factors are calculated when the weights do not change and random fluctuations are 
relatively small. To illustrate these points, consider a typical monthly series before seasonal 
adjustment. The first step is to calculate a centred moving average, which for monthly data. The 
seasonal factors for each month can then be calculated as y - y˜. All the seasonals are collected for 
the first, second, twelfth month and averaged for each month. 

Sometimes the sum of the seasonally adjusted data for any given year will not be equal to the 
actual data, as already discussed for housing starts. When that occurs, the seasonal factors must be 
re-scaled to eradicate that anomaly. One simple way would be to adjust each year separately: if the 
sum of the seasonally adjusted data were 102% of the actual data, all observations would simply 
be divided by 1.02. There is a problem with this method. Suppose in the following year the 
seasonally adjusted data were 98% of the actual data; then the seasonally adjusted series would 
have an unwarranted 4% rise from December to January. Hence the seasonal factors themselves 
must be smoothed by a moving-average method to eliminate the jumps that would occur when the 
seasonally adjusted data for any given year do not sum to the actual data. 

DISCUSSION 

If one wants to obtain the seasonal factors themselves, rather than the seasonally adjusted data, 
and if it is assumed the factors remain constant, a regression can be calculated in which the actual 
data are a function of seasonal dummy variables that are 1 in the appropriate month and zero 
elsewhere. Recall the earlier warning that you cannot include all 12 monthly seasonal factors plus 
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the constant term, or the matrix will not invert. It is necessary to omit one of the seasonals, or the 
constant term itself [3]. 

The major problem with this method is that it usually does not work if the time series has a strong 
trend; as we have often seen, most of them do. In these cases, the methodology is similar except 
that the seasonal factors are calculated as y/y˜ instead of y - y˜. The error is 0.57% on average. 
Yet, there are a few times where the actual percentage shift lasts for more than 3 seconds. They 
seem to be selected from a separate population. These times frame the erasure of pricing 
restrictions. The energy shock in January 1980, the spike in oil prices in February and March 1986, 
the Iraqi invasion of Kuwait in August through October 1990, and the return to normalcy following 
the US and UN victory in the Persian Gulf War in February and March 1991 are some examples 
of events that occurred between these dates noteworthy is the fact that each of the two largest drops 
happened in February and March. 

Hence, the seasonal adjustment algorithm would presume that prices always dropped significantly 
in those two months if no further changes were done. Hence, the seasonally corrected statistics 
would show significant increases in typical years. The user may set a specific s in the Census 
programmes, after which the observations are replaced by a weighted moving average of 
neighbouring values. Most often, s is set between 1.5 and 2.5, and when s rises over this range, the 
weights assigned to the outlying values steadily decrease until they are zero [4]. 

In the Census X-11 programme 3, the raw data are often corrected using the above methods for I 
trade day fluctuations where acceptable, (ii) moveable holidays when applicable, and (iii) outliers. 
This software then constructs a new set of seasonal components by recalculating the moving 
average using the updated data. For monthly data, the seasonal variables are scaled to add up to 
12.000, while for quarterly data, they add up to 4.000. 

The procedure is then improved a number of times more until the variations between iterations are 
negligible. The length of the moving average might vary (for monthly data) from 9 to 23 months 
in different versions of these programmes depending on the level of unpredictability in the series. 
Consequently, a sophisticated seasonal adjustment programme modifies the data based on the 
various trading days or the presence of moving holidays, reduces or eliminates the excessive 
influence of outliers, and modifies the length of the moving average based on randomness, further 
refining this process until a convergence process is reached. There are no statistically significant 
issues with any of these simple, albeit time-consuming, procedures. 

These variables are subject to vary over time when using the above-described approach, which 
determines the seasonal components using changed data split by a smoothed trend. It is totally 
reasonable since doing otherwise would often lead to unsatisfactory outcomes. Yet, both in terms 
of statistical methodology and economic reasoning, such technique creates more concerns. Good 
projections are beneficial to a variety of service sector sectors, including financial institutions, 
airlines, hotels, hospitals, sports and other entertainment groups. Figure 1 illustrate the manual 
finance forecasting. Forecasting is used by the accounting and finance departments in many 
different contexts. Financial forecasting enables the financial management to foresee events before 
they happen, especially the need for obtaining money from outside sources. The creation of many 
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pro forma, or projected, financial statements is the most thorough method of financial forecasting. 
The business can predict its future levels of receivables, inventories, payables, and other corporate 
accounts, as well as its expected earnings and borrowing needs, based on the projected statements 
[5].  

 

Figure 1: Illustrate the manual finance forecasting. 

Making company choices requires careful consideration of cash flow and estimates of revenue and 
cost rates. Moreover, accurate forecasting is necessary for asset market speculation. Both big and 
small airlines may profit from accurate forecasts of the load factor, fleet management, fuel, and 
other costs. Accurate hotel occupancy rate projections, for instance, have an impact on all other 
guest services provided in the hospitality and entertainment sectors. To anticipate costs and usage 
of emergency department staff, hospitals have traditionally employed forecasting systems. 
Forecasts are used in the sports business to determine how many tickets will be sold for each event. 
Revenue estimates are derived on a team's performance over a given year or years. 

When deciding how many workers a company will ultimately require, human resource 
departments must utilise predictions heavily. This has an impact on the firm's resources and the 
need for personnel training. Resource planning and management choices might benefit from 
estimates of the number of employees in functional areas, the makeup of the workforce (e.g., part-
time vs full-time), trends in absenteeism and tardiness, and productivity. In the public sector, 
forecasts are used to inform macroeconomic choices. Forecasts of significant economic indicators 
serve as a foundation for economic policy. Good predictions are essential for estimating the gross 
national product (GNP), employment, inflation rate, industrial output, and estimated income tax 
receipts for both individuals and corporations. These projections are used by the government to 
direct the nation's monetary and fiscal policies. Among the various applications for predictions, 
planning government spending on infrastructure, social insurance, and health care is one that 
heavily relies on population (or demographic) estimates. 
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The aforementioned examples of predictions' applications in different commercial and economic 
activities are by no means all-inclusive. This only illustrates forecasting's importance and range in 
decision-making. In recent years, forecasting has drawn a lot of attention as a planning tool. The 
necessity to succeed in a competitive, dynamic, and ever-changing global market contributes to 
this increasing focus. A second point is that 4 Forecasting for Management Decisions [6]. With 
the development of computers and easy access to data produced by businesses, companies are 
seeking for methods to enhance their decision-making procedures. Moreover, methodological 
advancements in forecasting have increased managers' capacity to utilise these tools successfully 
in making timely business and economic choices in both the public and private sectors. It takes 
both art and science to figure out how to include these advancements into the firm's actions. 

Companies now have access to a broad variety of forecasting techniques. These vary from simple 
forecasting to quite complex quantitative techniques. Each of these approaches has advantages and 
disadvantages. Using them properly requires art. A manager must choose a certain technique based 
on both personal experience and professional judgement. The skill of predicting is in knowing 
when it is necessary and knowing how to combine qualitative and quantitative data. This paper 
addresses forecasting methods that may support management choices made with common sense. 

The scientific foundations of model construction include the science of predicting. As in any other 
branch of science, scientists start by offering the most straightforward explanation for a 
phenomena. The model is often regarded as a suitable instrument for future prediction if it 
accurately captures the circumstances of the actual world and its outcomes match observable 
events. On the other side, scientists adopt more sophisticated models if the basic model is unable 
to adequately capture or explain the observed occurrence. The number of assumptions that must 
be made in a model increases with its complexity. 

Simple models have been employed by economists to identify data patterns, which have 
subsequently been utilised to make future predictions. An economist may use an economic theory 
or model, which is a collection of definitions and presumptions, to explain certain kinds of 
occurrences. An economic theory explains the way in which certain economic variables interact, 
often in the form of a set of equations. The theory of consumer choice, for instance, contends that 
customer preferences, income levels, the cost of the product in issue, as well as the cost of 
comparable products and services, all influence how much of a given thing people will purchase. 
According to this notion, when a good's price increases, fewer people will normally buy it. There 
are theories in macroeconomics that suggest the overall amount of investment is influenced by the 
interest rate. These theories specifically suggest that higher interest rates would deter investment 
in real capital development (investment). We must ascertain the accuracy of these theories' 
predictions (forecasts) of economic events in order to assess their utility. To capture the effect of 
the many factors on the model under these circumstances, multivariate models are utilised. 

An company must have a systematic forecasting process that can be swiftly implemented and 
changed in order to consistently provide accurate projections forecasting as necessary for 
Management Decisions 5. The forecaster benefits by following a procedure that is based on the 
scientific method, just as in any other scientific activity. The instructions that make up the language 
of the scientific method are descriptions of sequences of acts or procedures that are precise enough 



 89 Principles Business Forecasting 

for anybody to follow. These guidelines are referred to as "operational definition." An operational 
definition ought to list all the steps required to repeatedly produce the same outcomes. 

Forecasting procedures might be simple or complex. It starts when an organization's management 
needs a justification for a management choice. For instance, they can inquire as to whether a 
product's enhancements would result in a material rise in demand. In other circumstances, the 
management could request a projection if they must devote a significant amount of resources to a 
project or if a circumstance in the business environment indicates that a choice must be made [7]. 

The question "Forecasting for Management Decisions" serves as the foundation for a prediction. 
The forecaster is in charge of making sure that the forecast's goals are spelled out in detail. It is 
crucial to understand why the prediction is required and how the outcomes will be utilized. 
Depending on the kind of issue and the forecast's duration, organizations create unique predictions. 
For instance, opposed to production projections that are weekly or monthly, capital budget 
estimates are long-term in nature. 

After the choice is taken to create a prediction, a theoretical model that addresses management 
concerns must be created. The link between the model's many variables may be elaborated on 
using the theoretical framework of the model. It also enables the division of impacts into internal 
and external elements. The term "internal factors" refers to those variables that the company may 
influence. Price, product quality, product features, marketing and advertising costs, and logistics 
are a few examples. 

The company has no influence over factors that are external to it. The interest rate, the rate of 
inflation, income, employment, and the exchange rate in global trade are examples of exogenous 
influences. In addition, we may choose a trend or regression model for this assignment if 
management is interested in a long-term trend projection. The moving average, exponential 
smoothing, or Box-Jenkins models, for instance, may be used in the analysis if management is 
interested in a short-term prediction, i.e., weekly or monthly forecasts. 

The forecaster is now prepared to acquire data that supports the analysis's conceptual framework 
after determining the theoretical model. The information may originate from company records or 
from other sources. The kind and quality of the data being obtained should be carefully considered. 
Unless it is essential to their everyday operations, businesses often do not gather disaggregated 
data. The company may need to obtain such data when highly disaggregated data are required to 
produce a projection. It could take more time and money to do so, which would make forecasting 
more difficult. When presented with a situation like this, the forecaster must weigh all of the 
potential outcomes before making a prediction [8], [9]. 

Data analysis should not be seen as only a mechanical procedure. The forecaster should get quite 
familiar with the characteristics of the company and the sector it represents before calculating the 
forecasting model. The market structure in which the business works, the sources of competition, 
the company's position within the industry, etc., are all examples of information that aids in 
forecasting and should be thoroughly examined. As a result, the forecaster may see the predicted 
model in a dynamic way. Changes may be made at this point if a need to reassess the findings 
arises. Models should be examined for validity and reliability. To evaluate the model's accuracy, 
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forecast and actual outcomes should be compared. The procedure of evaluation at this point acts 
as a control. The validity of the model and forecasting for management decisions 7 both increase 
with the addition of new variables, factors, or changes to the time frame or periodicity of the data. 

Presenting the findings to management is the last step in the forecasting process. The management 
of the company seeking the prediction must realise that, even if the duty of giving a forecast may 
be finished, the process of fine-tuning the forecast has not. To be clear, a good prediction is 
dynamic rather than static. The management would benefit from developing a process for regularly 
assessing its projections and from being aware that unforeseen market changes can affect the 
predicted model's underlying assumptions, necessitating a new estimate [10]. 

Forecasters in the information age have access to a broad variety of datasets that may be quickly 
accessed for use in predicting. Commercial and public asector institutions rely on these databases 
as their source of information for athe aggregate and disaggregate data. This paragraph offers a 
few instances of online resources. We must comprehend the numerous aspects that influence the 
choice of a forecasting approach in order to be able to assess its usefulness in a specific 
circumstance.  

We shall emphasise those that concern data in this chapter. In particular, we will focus on the data 
pattern, the kind of historical connection in the data, and the degree of subjectivity involved in 
forecasting. We categorise the forecasting methodologies based on all three of these elements. 
Whereas multivariate forecasting makes use of previous associations to predict the future, 
univariate forecasting approaches rely on historical patterns. Qualitative predictions rely less on 
the manipulation of previous data and more on the forecaster's subjectivity and intuition. We'll talk 
about data patterns including horizontal, trend, seasonal, cyclical, autocorrelated, and a mixture of 
these patterns in the section after this one [11]. 

CONCLUSION 

Communicating forecasts to management is a critical task that requires clear and effective 
communication skills. Forecasts can be valuable tools for helping management make informed 
decisions and plan for the future. However, presenting forecasts requires careful consideration of 
the audience, the data, and the methods used to create the forecast.  

When communicating forecasts to management, it is important to use clear and concise language, 
avoid technical jargon, and provide context to help managers understand the implications of the 
forecast. Visual aids such as charts and graphs can also be helpful in conveying complex 
information. 
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ABSTRACT: 

Forecasting under uncertainty refers to the process of predicting future events or trends in 
situations where the outcome is uncertain or unpredictable. This can be particularly challenging 
when dealing with complex systems or environments that are subject to a range of external factors 
that can impact the accuracy of the forecast. To address this challenge, researchers and 
practitioners have developed a range of methods and approaches for forecasting under uncertainty, 
including probabilistic forecasting, scenario planning, and simulation modeling. These methods 
seek to incorporate a range of potential outcomes and uncertainties into the forecasting process, 
enabling decision-makers to make more informed decisions in the face of uncertainty. 
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INTRODUCTION 

The employment of a forecasting technique is determined by specific criteria, as we previously 
discussed. The selection of a forecasting technique is also influenced by patterns in the data, in 
addition to these qualities. For instance, certain forecasting techniques are better at identifying 
steady patterns of development, while others are more suited to identifying economic turning 
moments. The fundamental tenet of forecasting is that there is a pattern in the data and that it will 
probably persist into the future. Consequently, matching the pattern with a method that can manage 
it is a key factor in determining a given approach's capacity to provide a decent prediction in a 
particular context [1]. 

The observer may first see how the data have changed over time by making a straightforward 
observation of the data. When making predictions about the pattern of the data in the future, one 
might use the nature of this behaviour as a guide. We shall demonstrate how to utilise data patterns 
of this kind to construct projections in the later chapters of this book. Second, the pattern of the 
data can point to a correlation between two or more factors. In this situation, historical data on a 
single variable by itself cannot reveal the underlying trend. 

The correlation between a country's population's income level and its economy's consumption of 
products is an illustration of this pattern of data. The level of consumption of goods and services 
increases along with income. The forecaster often encounters one of the horizontal, trend, seasonal, 
or cyclical patterns in the data while collecting information for a forecast. The forecaster is working 
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with a horizontal data pattern when there is no trend in the data pattern. This suggests that there is 
no consistent rise or reduction in the observations. This is what is known as a stationary pattern in 
statistics. In this case, the forecaster has an equal chance of seeing that the subsequent value in the 
series will be higher or lower than the stationary value. 

When determining if a horizontal pattern is visible in the data, the length of time is the most 
important consideration. The shorter the time frame, the amore probable it is to notice a horizontal 
pattern in the data. This pattern of data is often associated with two types of data: (1) items with 
consistent sales, and (2) faulty components originating from stable manufacturing processes. The 
trend might be stable, rising, or declining. A smooth linear or nonlinear graph may be used to 
represent it. In business and economics, trend patterns are linked to changing consumer 
preferences, technical advancements, the gross domestic product, income fluctuations, stock 
market fluctuations, industrial growth, and governmental tax policy changes. The pattern ranges 
from linear, to various nonlinear forms, as shown in Figure 2.2b-d, depending on the nature of the 
variable. In a pattern of linear trends, the variable of interest increases by a fixed absolute amount 
throughout each interval of time (t). The linear trend is denoted by the formula: Yt = a + t > 0 [2]. 

The number of time periods that have passed since the base year is expressed in equation by the 
positive constant increased to the power of t. This kind of tendency is often seen in sectors that 
flourish quickly at first before gradually declining. This kind of trend line is shown by the 
Gompertz curve. In a paper titled "On the Nature of the Function Expressive of the Law of Human 
Mortality," Gompertz demonstrated that "if the average exhaustions of a man's power to avoid 
death were such that at the end of equal infinitely small intervals of time, he lost equal portions of 
his remaining power to oppose destruction," then "he lost equal portions of his remaining power 
to oppose death." This is the basis for the Gompertz growth curve. Since the publication of this 
work, actuaries and economists have both been interested in the Gompertz curve. This curve has 
been used by economists to depict growth rates in a number of circumstances. 

When a predictable and recurring movement is seen around a trend line for a period of one year or 
less, a seasonal pattern in the data is present. This implies that we need data that is provided on a 
regular basis, such as weekly, monthly, quarterly, etc., in order to be able to examine seasonal 
fluctuations. There are many causes for seasonal trends. We refer to this as an internally-induced 
seasonal pattern when a company choose to publish its profit and loss on a quarterly basis, as 
opposed to an externally-induced seasonal pattern that is caused by things like the weather. 
Clothing, heating oil, and the quantity of new automobiles sold at a certain time of the year owing 
to model changes are a few examples of data that exhibit seasonal trends.  

DISCUSSION 

Business and economic booms and recession follow a cyclical pattern. While they share 
characteristics with seasonal patterns, cyclical movements often endure for more than a year. 
Cyclical patterns are connected with economic cycles in a country's economy and vary in severity 
or amplitude. Cyclical patterns are the most challenging to foresee since they don't repeat 
themselves at regular periods of time. 
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Hence, it is hard to tell a smoothly growing trend apart from cyclical activity. To forecast cycles 
more accurately, forecasters have invested a lot of time and effort. These efforts, however, have 
not yielded the desired results. More information may become available as a result of 
methodological advancements and ongoing study [3]. 

Time series data may also display another pattern known as an autocorrelated pattern in addition 
to the ones mentioned above. This pattern only demonstrates the relationship between the values 
of the data in one time period and those in earlier times. The forecaster is aware that there is an 
automatic correlation between observations in a series when presented with an autocorrelated data 
pattern. This indicates that the value in June is positively correlated with the value in May if there 
is a large positive autocorrelation. Consumer behaviour, trends, and other elements. Seasonality 
must be taken into account when detecting autocorrelated data patterns, as discussed of Data 
Patterns and Forecasting Methods, while addressing the Box-Jenkins approach, this data pattern 
will be examined in further detail. 

Let's look at a straightforward example to help you better comprehend what we mean when we 
talk about data patterns. Imagine that a manager of an online store would want to know the sales 
estimate one week in advance so that he may schedule the arrival of fresh shipments and replenish 
his inventory. While producing this prediction, the management has a variety of options. He might 
use the naive technique to predicting, which is the most straightforward method. With this 
approach, the manager just makes the assumption that the sales information from prior week’s 
serves as a reliable predictor of what the sales may be in the weeks to come. 

 

Figure 1: Illustrate the uncertainties in weather prediction.  

The methodology's underlying assumption is that data patterns are consistent. The manager has 
acquired sales data for the previous 8 weeks in order to use this strategy contains the facts 
mentioned above. He bases his projection on the assumption that sales for the next week will not 
be smaller than those for the prior week. That is, he projects sales of $41,000 for week 9. He 
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anticipated the next week's sales based on the previous week's sales.  We see that they have a 
horizontal pattern with sporadic swings around the average weekly sales amount. Instead of the 
manager's naive approach, a better method for predicting would be to utilise the average of the 
previous 8 weeks' sales. It would be simpler to avoid overreacting to data variations if the 
horizontal pattern's random fluctuations were eliminated by this averaging. We need some 
indication of the typical inaccuracy that may be anticipated over time in order to evaluate how 
accurate this straightforward prediction is every week e-Commerce Sales for a Naive Predictor 
Week: Actual and Projected Sales True Sales Estimated Sales. Figure 1 illustrate the uncertainties 
in weather prediction [4]. 

There are several accuracy metrics that may be used in a prediction. Finding the average mistake 
that may be anticipated over time is one technique to assess the accuracy of this prediction. The 
positive and negative values cancel each other out, as shown by the fact that if we merely took the 
mean of the mistakes in column 4, we would get a mean that is almost zero. This will create the 
appearance that our forecast's inaccuracy is little and might cause us to draw the erroneous 
conclusions. We may rely on the mean absolute deviation to solve this issue (MAD). The positive 
and negative signs associated with each error phrase are ignored when computing the MAD. The 
formula for calculating mean absolute deviation is MAD = n t = 1 |et | n. 

The benefit of MAD is that it is simpler to understand and that each factor is given equal weight 
in the technique. Nevertheless, it's crucial to bear in mind that this measure of error misses the 
significance of systematic over- or underestimation since it only takes absolute numbers into 
account. The mean square error is a different indicator of a forecast's accuracy (MSE). The 
computation looks like this [5]: 

MSE = n t = 1 (e 2 t) n 

The MSE in this instance is 12.43. Note that this metric is helpful if management is less concerned 
with frequent little errors and more interested in preventing significant errors from happening. The 
penalty for a prediction from mean squared error is substantially greater for large deviations than 
for minor ones. For instance, while calculating the MAD, a 2 mistake counts just twice as much 
as a 1 error. Yet, the identical mistake counts four times as many times as a one error when MSE 
is calculated. As a result, the MSE as a measure of accuracy could be too sensitive to an error 
pattern that exhibits a few high numbers of mistakes. The MSE's interpretation is one of its main 
drawbacks. 

Forecasters use mean absolute percentage error (MAPE) as another indicator of prediction 
accuracy. The only difference between this measurement and MAD is that it is given as a 
percentage. The measure has the benefit of accounting for the error term's magnitude in relation to 
the actual units of observation. Below is a computation of MAPE. 

MAPE = n t = 1 |(et / Yt ) 100| n 

The calculated MAPE for this case is 7.45 percent, as indicated this number suggests that the 
average inaccuracy for this data set would be 7.45 percent. We may compare the accuracy of the 
same or different procedures on two completely distinct series using this measure of error. The 
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mean absolute percentage error does not take systematic over- or underestimation into account, as 
was the case with MAD. 

There are times when a forecasting technique routinely produces low or high predictions. 
Forecasters rely on the mean percentage error as a gauge of accuracy to identify whether such a 
bias exists in a strategy. The computation looks like this[6]: Trends in Data and Forecasting 
Methods 15 aMPE = a an at = 1 a(et / Yt a) an. 

The MPE is predicted to be 0 if there is no bias found in the method. The forecasting approach is 
constantly underestimating if the calculated MPE is a high positive percentage. The forecasting 
approach, on the other hand, consistently overestimates if the MPE is a big negative number. When 
a model overestimates or underestimates, there are important management ramifications. For 
instance, an airline may incur more costs if it overestimates the sale of tickets. To meet such a rise 
of customers, the airline would erroneously buy more aircraft and recruit more staff. On the other 
side, there are financial repercussions if it overestimates seat sales. Underestimating reduces the 
negative cash flow associated with the acquisition of more aircraft and the employment of 
additional staff, which is expensive in terms of missed revenues. 

The approach does not regularly overestimate or underestimate the sales of this e-commerce firm, 
according to the minor MPE of 2.29 percent. Evaluation of a forecast's accuracy in comparison to 
actual performance is another area of interest for management. The error between the ex post 
prediction and the actual observation determines the ex post assessment. In order to do this, the 
root mean square (RMS) and root percent mean square (R%MS) are utilised. Both equations and 
demonstrate how these mistakes are calculated. 

RMS = n t = 1 e 2 t n 

R%MS = n t = 1 (e 2 t / Yt ) n 

Similar to MAD, the root mean square is interpreted. The average error is calculated using the 
same unit as the original observation in RMS 16 Data Patterns and Forecasting Methods. The 
average error is expressed as a percentage and is known as the root percent mean square (R%MS). 
This error measurement is comparable to MAPE. 

Today's forecasters have access to a wide range of forecasting methods. The technique of choosing 
is determined by the particulars of the circumstance as well as by the formal statistical standards 
that govern model selection within particular approaches. In general, accurate projections rely on 
the parsimony principle and a limited number of widely used tools and models. According to this 
rule, simple models win out over complicated ones when everything else is equal. 

The models covered in this article are straightforward yet sophisticated enough to deal with the 
challenging commercial and economic situations seen in the real world. The goals of a forecast 
determine which approach is best to use. Most corporate managers want to make their judgements 
less ambiguous and be able to quantify the impact of different management initiatives. A good 
forecasting model reduces uncertainty for the decision-maker while simulating the effects of an 
uncertain future. 
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Before managers can utilise forecasting methods successfully, they need to be conversant with the 
main types of these approaches. Three types of forecasting techniques exist: quantitative models, 
qualitative models, and technology methods [7]. Statistical models and quantitative models are 
both unbiased methods of predicting. They rule the industry because they provide a methodical set 
of actions that are replicable and adaptable to a range of commercial and economic circumstances. 
Time series and regression algorithms are used in quantitative forecasting. 

Time series models—more specifically, autoregressive models predict future values of a variable 
based only on previous observations of that variable. Another way to put it is that time is the 
independent variable in a time series model. For instance, if we believe that current vehicle sales 
are influenced by previous sales, we may formulate this time series model as: 

Yt + 1 = Sales one time period in the future, where Yt + 1 = 0 + 1Yt + 1. 

Yt = Revenue during the current time frame 

Sales during the previous period equal Yt 1. Moving averages, exponential smoothing, time series 
decomposition, and Box-Jenkins are some of the autoregressive approaches. They are all covered 
in this book's later chapters. Economic theory provides the basis for regression or causal models. 
These models follow the theoretical connections between the variables as a reference. Regression 
models presuppose that one random variable's value (an "independent variable") may have an 
impact on another's value (a "dependent variable"). The model may be stated as follows in the 
context of our example on car sales: 

Finding the precise shape of the connection between sales, pricing, and revenue is the objective of 
the regression model. To do this, estimations of the regression coefficients (0, 1, 2) that capture 
the structural or historical link between the dependent and independent variables are derived. On 
the other hand, nonstatistical or judgemental approaches to forecasting refer to qualitative ways of 
predicting. These methods mainly rely on professional judgement and the forecaster's intuition. 
When there is a lack of historical data, the qualitative methodologies are used. The Delphi process, 
the jury of executive opinion, sales force composite predictions, and focus group or panel 
consensus are the most popular of these methods. 

The RAND Corporation created the Delphi method as a forecasting tool in 1963. A group decision-
making procedure is used to determine the possibility that certain occurrences will occur. It is 
predicated on the idea that knowledgeable employees in firms have a better grasp of their industry 
and are better equipped to foresee future trends than theoretical techniques. 

In the Delphi method, a group of experts responds to a series of anonymous questions. Before 
responding to the next series of questions, their replies are summarised. It is suggested that via this 
process of agreement, the group will converge on the "best" solution currently, it is also used for 
sales, marketing, and environmental forecasting.  

The Delphi Method has the benefit of allowing the experts to live anywhere in the globe and not 
requiring them to physically come together. However, since the median represents the majority 
view, the procedure does not need unanimous agreement from all panellists. The anonymity of the 
comments helps eliminate issues with ego, dominant personalities, and the "bandwagon or halo 
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effect" in responses. The method's drawback is that it might be challenging to maintain panellists 
for the several questionnaire rounds. Moreover, and probably more concerningly, the approach 
struggles to adapt to paradigm changes [8]. When skilled forecasters are used, the qualitative 
approaches, although missing the quantitative approach's rigour, do provide accurate predictions. 
The technological approach to forecasting includes the third group of forecasting methodologies. 
This group of techniques combines quantitative and qualitative methods to provide long-term 
forecasts. The model's goals are to react to sociological, political, economic, technical, and other 
developments in order to foresee them. As these models go beyond the purview of this book, we 
won't address them here. 

After discussing the many forecasting models available, we'll move on to model selection and 
ways to gauge a model's accuracy. Business forecasters may use a variety of techniques to predict 
business and economic activity. These techniques include both qualitative and quantitative 
approaches. A management or researcher may choose from a number of different methods to 
generate a prediction, depending on the situation at hand, the time frame, the cost of doing so, and 
the forecast's degree of complexity. Methodologies that rely on a very subjective approach to 
predicting are referred to as qualitative approaches. While useful to forecasters, qualitative 
approaches cannot provide forecasts that can be standardised.  

This strategy is said to have a flaw since it heavily relies on forecasters' judgement. It is not nearly 
as developed as its quantitative equivalent due to its reliance on the opinion of "experts" and the 
intuitive nature of qualitative procedures. As was already established, qualitative approaches 
include panel consensus, scenario analysis, Delphi, and market research. We shall exclusively 
discuss quantitative forecasting techniques in this work. The next chapters of this book will go into 
detail about these techniques. The forecaster must once again choose from a number of approaches 
for anticipating business and economic situations when using a quantitative methodology. There 
are no precise rules for matching a methodology with an economic or commercial issue since some 
of these approaches are so new. Yet, the forecaster must take into account both  the features of the 
forecasting method and the characteristics of the decision-making scenario for which a forecast is 
to be created while choosing a methodology. 

The time horizon, the application of the prediction for planning vs. control, the degree of detail 
needed, and the market's economic environment, i.e., stability or state of flux, may all be 
considered features of a decision-making scenario. The amount of time into the future for which 
the prediction is sought is referred to as the time horizon. Business interests often fall into four 
categories: immediate term (less than a month), short term (between one and six months), 
intermediate term (between six months and two years), and long term (more than two years). The 
modelling approach will probably change depending on the time horizon [9]. 

If the decision maker is interested in using the forecast for planning avs. Control, then there are 
implications for design, use, and evaluation of athe forecasting model. If the prediction is used for 
planning, such as when the decision-maker wants to know whether the present market situation 
will continue in the long run. If so, what trends are likely to recur, and how can the company 
benefit from knowing these trends? On the other hand, if management intends to use its prediction 
for control, they would prefer to rely on a model that can identify, at an early stage, if market 
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circumstances have changed in a way that is unfavourable to the business. As a result, the model 
used should be able to spot pattern alterations, or more specifically, early turning points. Turning 
points are moments when a commercial or economic state changes course. For instance, we notice 
a turning point in the economy when it shifts from growth to decline. The amount of information 
needed in a prediction has a significant impact on the technique selection. In their decision-making 
processes, businesses use aggregate and highly disaggregated data. A production manager, for 
instance, would be concerned in the product lines offered by his or her organisation, but a corporate 
planning department would be primarily focused in corporate sales (very aggregate) (highly 
disaggregate) [10], [11]. 

CONCLUSION 

Forecasting under uncertainty is a challenging but essential process for decision-makers and 
planners in today's rapidly changing world. Various methods and approaches, such as probabilistic 
forecasting, scenario planning, and simulation modeling, have been developed to incorporate 
uncertainty into the forecasting process. These methods aim to provide decision-makers with a 
range of potential outcomes and risks to inform better decision-making. However, forecasting 
under uncertainty remains an ongoing challenge that requires continued research and innovation 
to improve forecast accuracy and enhance decision-making. Organizations and individuals that 
can effectively manage uncertainty in their forecasting processes are better positioned to adapt to 
changing environments and make informed decisions that drive success. 
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ABSTRACT: 

The General Linear Regression Model is a statistical framework used to model the relationship 
between a continuous dependent variable and one or more independent variables. The model 
assumes a linear relationship between the dependent variable and the independent variables, with 
the coefficients of the independent variables representing the degree of influence they have on the 
dependent variable. 
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INTRODUCTION 

The approach used for predicting also much depends on the market's condition (whether it is stable 
or not). Forecasting investment decisions has become particularly challenging due to recent stock 
market volatility in the US (from October 2007 to the present). A system that can be continuously 
adjusted to the most current findings and information available is required under market situations 
like these. On the other hand, stable market circumstances demand for a forecasting technique that 
can be frequently evaluated to assess the model's usefulness. 

When choosing a method, the aforementioned qualities are by no means all-inclusive. The amount 
of goods or product lines a firm may have, as well as its current planning processes, might have 
an influence on the forecasting approach that is chosen. A corporation must take into account the 
peculiarities of the different forecasting methodologies in addition to these aspects of a forecasting 
scenario. They include the length of the prediction, the distribution of the data, the kind of model, 
the price of the model, the degree of accuracy, and the simplicity of application [1]. 

The forecast horizon indicates to the forecaster the decision maker's preferred time range. 
Depending on whether a company is interested in a prediction for 1 month into the future, 1 year 
into the future, or 5 to 10 years into the future, several approaches might be utilised. For longer-
term forecasts, forecasters often utilise qualitative approaches; for intermediate and shorter-term 
forecasts, they typically employ quantitative methods. When compared to other data, some may 
exhibit a seasonal trend or cyclical pattern. An average value and random variations around it make 
up data patterns and forecasting techniques. When one considers that trend patterns are long-term 
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trends whereas seasonal fluctuations are periodic and repetitive throughout a year, the relationship 
between data pattern and time horizon becomes clear. It's crucial to keep in mind that certain 
strategies are more appropriate for a specific data pattern than others. Regression models, for 
instance, can handle almost all data patterns, but autoregressive techniques work better with time 
series that have few turning points. 

A successful prediction depends on the kind of forecasting model utilised. It is the forecaster's 
obligation to pay close attention to the model's underlying assumptions since they differ amongst 
models. By using a model that can reliably foresee turning moments as opposed to projecting 
steady patterns of change, the prediction's result is quite different. Similar to this, some models are 
better at predicting short-term change than they are at predicting long-term conditions. These 
examples just highlight the significance of choosing a method whose underlying assumptions fit 
the properties of the data. 

One must take into account the model's cost while choosing an acceptable one for predicting. 
While choosing a method, a number of expenses need to be taken into account. They include the 
price of internal data creation, the time needed to simulate different scenarios and update the 
model, the cost of conceiving and building a forecasting model (the labour and expert guidance 
needed to design a model), and lastly the time needed to compile the forecasting report [2]. 

The required degree of accuracy is another consideration when choosing a forecasting model. A 
general forecast of a market's future demand may be all that management is interested in. In some 
situations, a qualitative or judgmental approach may be sufficient. On the other hand, a more 
complex model that can appropriately address management's query is acceptable if management 
is interested in making investment choices that need a credible prediction of the long-term trend. 
The predicted financial worth of the choice is closely related to the forecast's accuracy. 

Lastly, choosing a prediction model is influenced by how simple it is to use. Researchers and 
managers are interested in using methods that are simple to use while still being able to provide 
precise projections. The parsimony concept was used in this work to create forecasting models. As 
a result, we begin with the simplest model and technique and progress to more intricate ones. 
Simple models are acknowledged to be useful and frequently used in a variety of business and 
economic situations. The manager must also comprehend and be at ease with the methodology 
they select. 

The reader is given access to a number of quantitative methodologies in this text, which they can 
then use to solve a variety of business and economic problems. The steps for creating accurate 
business and economic forecasts will be outlined in later chapters. Nations seek economic growth, 
full employment, and price-level stability as their major macroeconomic goals. Business decisions 
are made in the context of the macroeconomic of a nation. Firms take their cues from the economic 
environment in which they operate. When favorable macroeconomic conditions prevail, 
businesses expand operation and output. Contractions in the economy generally lead to slower 
growth patterns. Long-run economic growth has not always been steady as factors such as 
inflation, unemployment, recession, and depression have impacted it negatively. As was pointed 
out long-term trends, seasonal variations, cyclical movements, and irregular factors combine to 
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generate widely divergent paths for businesses ain an economy. Given these conditions, how are 
businesses to predict future growth and contractions in the economy? In this chapter we will 
discuss specifically those cyclical linkages that bind the economy together during a typical 
business cycle, and how our knowledge of these linkages helps us in making good forecasts at the 
industry and firm level. 

DISCUSSION 

Economists use the term “business cycle” when they observe alternating increases and decreases 
in the level of economic activity, sometimes extending over several years. The duration and 
intensity of the cycle vary from cycle to cycle. Yet all business cycles display common phases, 
which are variously labeled by economists. A business cycle generally follows the four phases of 
peak, recession, trough, and recovery. Peak refers to the economic condition at which business 
activity has reached a temporary maximum and shows the onset of a recession or upper turning 
point. During this phase the economy is at full employment and the level of real output is at, or 
very close to, its capacity [3]. 

 It is expected that the price level will rise during this phase of the business cycle. Recession 
follows a peak in the economy. In this phase a decline lasting more than 6 months in total output, 
income, employment, and trade will be noted. This downturn is marked by the widespread 
contraction of the business in many sectors of the economy. Because of inflexibility of downward 
price movement, one does not expect prices to fall unless a severe and prolonged recession or 
depression occurs. Trough refers to that phase of the business cycle where output and employment 
“bottom out” at their slowest levels. It is also called the lower turning point. The duration of the 
through may be short-lived or very long. In the recovery phase, output and employment surge 
towards full employment, and as recovery intensifies, the price level may begin to rise before full 
employment is reached. 

Business cycles are products of unique series of historical events. Theories of business cycle vary 
widely in terms of detail and emphasis. The majority of them assume that the internal dynamics of 
a market economy lead to the observed regularity of fluctuations in aggregate economic activity. 
Several major studies have been conducted to determine the causes of business cycles and whether 
fluctuations in the macroeconomic have changed over time. If it is true that the fluctuations over 
time have been less volatile and more predictable than the past, then it gives the forecaster some 
hope that the industry or firm level forecasts would be more consistent. To measure economic 
volatility, Romer (1999) used the standard deviation of growth rates for the various 
macroeconomic indicators such as industrial production, GNP, commodity output, and 
unemployment rate.  

What stands out from her findings is that there is extreme volatility in the interwar period. While 
she contributes most of this volatility to the Great depression (1929–1933), she notes also that 
there were also extreme movements in the early 1920s and the late 1930s. Second, there is some 
similarity of the volatility in the pre-World War I and post-World War II areas. Based on the four 
indicators that has been used, it appears that the volatility of ate U.S. macroeconomic has declined 
by 15 percent to 20 percent between the pre-1916 and the post-1948 eras. This basic similarity in 
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volatility in the Standard Deviation of Percentage Changes Series 1886–1916 1920–1940 1948–
1997 [4]. 

For the commodity output series, the interwar sample period stops in 1938 and the postwar sample 
period stops in 1996. For the unemployment series, the prewar sample period covers only the 
period 1900–1916 and consistent interwar data are not available. The standard deviation for the 
unemployment rate is for simple changes and so is expressed in percentage points rather than 
percent. 

The Macro economy and Business Forecasts 37 prewar and postwar eras was also echoed in the 
findings of Sheffrin (1988) and Shapiro (1988). (1988). other studies in the 1970s and early 1980s 
reported declines in annual volatility of 50 percent to 75 percent (Baily, 1978; DeLong and 
summers, 1986). Forecasters can take comfort in knowing that the use of various monetary and 
fiscal stabilisers has contributed to less volatility in the macroeconomic. 

Forecasters would also like to have more knowledge about the frequency and duration of 
recessions. Firm level expansions or contractions are costly investment choices. As a forecaster 
you must be able to provide top management in your organization with your prediction of a near-
term recession or recovery in the economy. How does this foreseeable recession or recovery impact 
on your industry? 

To analyse changes in the frequency and duration of recessions, Romer at (1999) has developed a 
new series of pre-World War II peaks and troughs. What her study shows is that recessions have 
not become noticeably shorter over time. She observes that the average length of recession is 
actually a 1 month longer in the post-World War II era than in the pre-World War I aera. 
Furthermore, there is no obvious change in the distribution of the length of recession between the 
prewar and postwar eras. It appears that most recessions lasted from 6 to 12 months during the 
time frame of the study [5]. 

 

Figure 1: Illustrate the General Linear Model. 

The Macroeconomy and Business Forecasts average during the volatile interwar period than in the 
postwar era. As late as December 1998, the U.S. economy had been expanding for 93 months. 
Adding this lengthy expansion raised the average postwar length to 56.1 months, aor 65 percent 
longer than the typical prewar expansion. These and other historical and cyclical insights provide 
invaluable background to the forecaster when the next recession looms on the horizon. As was 
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pointed out earlier, many external factors contribute to each recession. However, there remains the 
basic continuity in the endogenous or internal patterns of economic activity within the business 
cycle that serves as a guideline. What is important to remember is that a forecaster must carry out 
detailed statistical analyses to segregate the unique factors affecting industries and individual firms 
from the general forces propelling commodity output, GNP, and employment. Figure 1 illustrate 
the General Linear Model. 

Macroeconomic theories focus attention on the behavior of the economy as a whole. Given the 
real-world complexities and that many variables interact with each other in shaping the economy, 
it would be of value to forecasters to have the tools necessary to observe the interrelationships in 
the overall economy as well as the means to measure the impact of these variables on one another. 
It is in this sense that macroeconomic models could be looked upon as general equilibrium models 
in contrast to partial equilibrium models a(often used at the firm level) where single equation 
models are used to explain causality only in one direction. 

In building macroeconomic models, the forecaster depends on economic theory and statistical 
techniques. Since these models portray the interrelationships of variables in the economy, the 
forecasts obtained from them are simultaneous. This means that the behavior of the variables is 
jointly determined [6]. Macroeconomic models have played an important role in serving as a tool 
in guiding economic policy. Economists such as Klein and Goldberger (1955) were the first to use 
a macroeconomic model for the American economy. In their model (known as the K/G model), 
they used Keynesian real aggregate demand to explain which components are determined 
endogenously and which ones are determined exogenously. The K/G model contained 
approximately two-dozen equations to link the variables of interest in the aggregate demand 
model. 

The work of Klein and Goldberger guided other economic researchers in building macroeconomic 
models. Examples are the work of Suits (1962) and the models developed by the Office of Business 
Economics of the Department of Commerce. What is apparent from this first generation of 
macroeconomic models is that the interrelationships between the financial and real sectors were 
not emphasized. The second generation of these models not only included the financial sector in 
the model, but also expanded on the relationships of these models with input/output analysis. The 
second-generation models included the Brookings model, the FRB/ MIT model, and the Wharton 
Mark III model. 

In addition to the models developed by the academic institutions and governmental agencies, 
commercial econometric forecasting services have flourished. Among them are the Chase 
Econometrics that provides services to major corporations and other paying clients. The models 
developed by these groups all seem to be complex and far reaching in their capability. They 
provide forecasts that link various sectors of the economy as well as deliver disaggregated 
forecasts on output and prices. 

Available computer technologies and information systems (databases) allow today’s forecasters to 
develop models that appropriately handle the interrelationships at the macroeconomy and link the 
firms to industry, and industry to the overall macroeconomic model. To see how these units of the 
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economy are linked with one another, consider this simple diagram of the economy. In any 
economy, exogenous factors such as the monetary and fiscal policy of a nation as well as a wide 
range of other factor such as weather, wars, and labor strikes influence what happens in an 
economy. Endogenous variables also impact on the overall performance of the macroeconomy.   
These variables refer the Macroeconomy and Business Forecasts to those factors that are 
determined within the system. Sales and advertising expenditures within a firm are examples of 
the endogenous variable. In addition to these factors, the interaction between the firms within an 
industry and the role of the industry within the economy have to be incorporated into the 
macroeconomic model [7]. 

Given these interrelationships that exist between the macroeconomy and individual firms within 
the economy, forecasts that are generated by the macroeconomic models are quite useful to firms. 
Often the forecasted variables of the macro model are used as independent variables for making 
forecasts for the firm or industry. One cannot help but notice that, when building macroeconomic 
models, the forecaster faces a very large system of simultaneous nonlinear equations, as driven by 
economic theory. The task of collecting data, estimating the model, and solving the model to obtain 
forecasts requires skilled personnel and qualified judgment.  Economists have pointed out that, 
however excellent the econometric model might be, the quality of any unconditional forecasts of 
endogenous variables will depend on the quality of forecasts of the exogenous variables used 
(Ashley, 1985, 1988). In this sense, the use of judgement in the Macroeconomy and Business 
Forecasts 41 prediction of future values of the exogenous variables is inevitable. Judgment is also 
used when the forecaster tries to specify the model. Other conditions that lead to the use of expert 
judgment are when an estimated model is inconsistent with strongly held prior beliefs. 

Because of the changing economic environment, models have to be constantly revised so that 
appropriate forecasts are made. The complexity of the macroeconomic models calls for seasoned 
forecasters with the requisite skills. This, as well as the data collection and processing involved, 
are the reasons why firms depend on commercial forecasting entities. Economists have debated 
the value of macroeconomic models that are highly complex and yet have not produced forecasts 
that are useful. Most believe that, in building models, the principle of parsimony should be kept in 
mind. Proponents of the econometric approach would argue that, if models are appropriately built, 
they should be able to produce good forecasts. Given the differences of opinion among economists 
as to whether macroeconomic models or the simple ARIMA models provide better forecasts, it is 
wise to assess the quality of a forecast through comparison of competing forecasts. When asked to 
provide a forecast of macroeconomic variables such as gross national product, price inflation over 
the next 3 or 4 years, or the interest rates, it is advisable to consult with one or more of the model-
building groups that have established a track record over the years [8]. 

In summary, individual firms or industries that use macroeconomic variables in making predictions 
of sales, revenues, inventories, etc., would have to consider how these macroeconomic variables 
were estimated. If forecasts are prepared in-house, a number of methodological approaches that 
will be discussed in subsequent chapters of this book could be adopted. Business decisions are 
made in the context of the overall economy. Firms base their decision on investment choices in 
production, distribution, and marketing on the economic outlook for the country. Long-term 
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trends, seasonal patterns, cyclical movements, and irregular factors all play an important role in 
how an economy performs. Understanding how the various sectors of the economy are linked 
together is essential in making forecasts. 

In discussing the cyclical linkages that bind the economy together during a business cycle, it was 
mentioned that firms take their cues from the economic environment in which they operate. When 
favourable macroeconomic conditions prevail, businesses expand operation and output. 
Contractions in the economy generally lead to slower growth patterns. Long-run economic growth 
has not always been steady as factors such as inflation, unemployment, recession, and depression 
can impact on it negatively. We mentioned that understanding the various phases of the business 
cycle is extremely helpful to forecasters. The four phases of the business cycle allow us to see how 
the economy will behave during a peak, recession, trough, or a recovery [9]. 

The historical picture of the business cycles in the U.S. presented in this chapter point to some 
very interesting conclusions fluctuations over time have been less volatile and more predictable 
than the past. To measure economic volatility, Romer (1999) used the standard deviation of growth 
rates for the various macroeconomic indicators such as industrial production, GNP, commodity 
output, and unemployment rate. Based on these indicators, it appears that the volatility of the U.S. 
macroeconomy has declined 15 percent to 20 percent between the pre-1916 and the post-1948 eras. 
Forecasters can take comfort in knowing that the use of various monetary and fiscal stabilisers has 
contributed to less volatility in the macroeconomy. Recessions over time have not become 
noticeably shorter. It was found that the average length of recession is actually 1 month longer in 
the post-World War II era than in the pre-World War I era. On the expansion side, Romer (1999) 
found that the length has expanded over time. It appears that the average time from a trough to the 
next peak is about 50 percent longer in the postwar period than in the prewar period [10], [11]. 

CONCLUSION 

The General Linear Regression Model is a widely used statistical framework that helps to model 
the relationship between a continuous dependent variable and one or more independent variables. 
The model assumes a linear relationship between the variables, and its coefficients provide insight 
into the degree of influence each independent variable has on the dependent variable. The model 
is a powerful tool that can be used to analyze and interpret complex relationships between 
variables, make predictions and forecasts, and perform hypothesis testing. It can also be extended 
to include additional explanatory variables, such as categorical variables, interactions, and 
polynomial terms, making it a versatile tool in a wide range of fields, including economics, 
psychology, biology, and social sciences. 
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ABSTRACT:  

The presence of outliers in a dataset can have a significant impact on statistical analysis and 
modeling. Outliers are data points that differ significantly from other observations and may be the 
result of measurement errors, data entry mistakes, or rare events. Ignoring outliers or treating them 
as errors can lead to biased and inaccurate results. Therefore, outlier detection and treatment is an 
essential step in data analysis. Addressing outliers and issues of data adequacy is critical for 
obtaining meaningful results from statistical analysis. It requires a thorough understanding of the 
data, appropriate statistical techniques, and careful interpretation of findings. 

KEYWORDS:  

Data Adequacy, Imputation, Measurement Error, Outliers, Sample Size, Statistical Analysis, 
Statistical Power. 

INTRODUCTION 

It is interesting to note that expansions were somewhat shorter on average during the volatile 
interwar period than the postwar era. As late as December 1998, the U.S. economy had been 
expanding for 93 months. Adding this lengthy expansion raised the average postwar length to 56.1 
months, or 65 percent longer than the typical prewar expansion. In making predictions of the GNP, 
inflation, interest rates, and other macroeconomic variables forecasters depend on macroeconomic 
models. These models serve as tools in describing the interrelationship that exists between 
variables of the economy as well as measure the impact of these variables on one another. 

Macroeconomic models are powerful tools in making forecasts. However, because of their 
complexity and costliness, they are not recommended for use by individual firms. The verdict is 
still out as to how accurately these models predict future outcomes. Though driven by theory, the 
outcome of these models depends on the judgement and skills of the forecaster. The significant 
economic downturn in 2008 pointed to the complexity of the macroeconomic variables [1]. 
Economists Klein and Goldberger were the first to use a macroeconomic model for the American 
economy. As a policy tool, these models make significant contributions to the economy. Other 
researchers have expanded on the work of Klein/Goldberger by building models that show the 
relationship between input/output analysis and the macroeconomic models. Because of the 
complexity and cost associated with building these models, several groups including commercial 
firms have offered corporate clients forecasting models for the economy. 
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We'll look at techniques for evaluating data over time in this chapter. Planning for future 
developments is something that both researchers and management are interested in. Collecting the 
data is a necessary initial step in any study. In your role as a forecaster, you must remember that 
you would need to carefully evaluate the data to discover its source and the conditions under which 
it was collected unless you had gathered the data for a specified purpose. You would need to 
exercise caution in their usage depending on the type and operationalization of the data. For 
instance, because of how they have defined unemployment, the monthly unemployment statistics 
obtained by certain government agencies may not indicate any changes in the unemployment rate. 
In certain circumstances, a person must be let go for a certain number of weeks before being 
considered jobless [2]. 

It is crucial to bear in mind the data qualities that were emphasized in before using a strategy in 
predicting. Every management or researcher would need to pay close attention to these first phases 
in forecasting since we see data modifications and transformation as an essential component of 
forecasting. We will look at data transformation and modifications in then we'll look at the data 
patterns seen in a time series. The chapter is concluded by talking about how a time series is 
traditionally broken down. Researchers that study forecasting often use the aggregate data gathered 
by regional or federal government organizations. In circumstances when one wants to utilize these 
databases, the information could not immediately address the management's query.  

Data must be modified and altered in order to be utilized for predicting under such circumstances. 
Time series data, for instance, may not be unique to management's requirements and could have 
been collected using the current dollar rather than a constant dollar. In place of information on 
aggregate output, for example, forecasters would want more detailed data. A management could 
be more concerned with the industrial consumer of a product than the end consumer. In situations 
like this, the forecaster may not benefit from the often provided aggregated data that just includes 
the ultimate customer. We'll go through the three business situations that lead to data modifications 
most often. These are the adjustments for the trading day, adjustments for price changes, and 
adjustments for population changes. 

DISCUSSION 

Companies rely on revenues, and sales depend on how many days the company is open each 
month. The number of business days is used by financial organizations to calculate the costs of 
borrowing and lending. Every businessperson will understand that there might be a 15% variation 
in the number of days between months. Examples of this change include the amount of days from 
January to February and from February to March. Although the actual quantity of sales or 
borrowing may not have changed, it is crucial to note that the recorded statistics will vary from 
month to month, whether it be the income from sales or the cost of borrowing [3]. 

We may change the statistics for the amount of working or trading days in a month once we keep 
this in mind. These two methods may be used by forecasters to change the working or trading days. 
The average daily number is the name of the first adjustment technique. It is calculated by dividing 
the monthly total by the number of working days, whether it be for production, sales income, 
expenses, etc. 
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For instance, we may change our data to represent the number of working or trading days in a 
month based on the information provided in Table 4.1. Assume that we have data on computer 
sales for each month for the years 2005, 2006, and 2007 as shown in Table 4.2. Let's look at the 
sales volume for February and March 2007 to better understand how the number of working days 
affects the amount of sales in each month. Computer sales increased from 5 million units in 
February to 6 million units in March, as can be seen. The sales have significantly increased by 
20%. 

Yet when we include in the amount of working days in each month, the gain in sales does not seem 
to be as big as it formerly was. February and March 2007 would have daily unit sales of 250,00 
units (5 million/20 days) and 272,727 units (6 million/22 days), respectively. Although the sales 
volume is greater in March than it was in February, it is just 9.1%, which is much lower than the 
20%. To develop short- and long-term business projections, today's decision-makers in business 
rely significantly on computers and databases. 

 The purpose of these business projections is to inform decision-makers about the possibility of 
profits and losses. In order to effectively do business in their respective industries, whether we are 
examining a little or big retail shop, an airline, a massive energy production, or a significant 
financial institution, short-term projections are used by all of them. The short-term forecasting 
technique's main benefit is its simplicity. It is crucial to remember that accuracy does not have to 
be sacrificed for simplicity. Moreover, we may assess the applicability, dependability, and need of 
the more complex models using these simple models as a standard. Yet, choosing a suitable model 
relies more on how well it can reproduce the pattern shown by the real historical data than it does 
on how sophisticated the model [4]. 

 

Figure 1: Illustrate the Detection and Treatment of Outliers in Processing Wind Turban. 

This chapter will examine the short-term forecasting methods that may be used for projections that 
are weekly, monthly, and quarterly. The procedures are known as "smoothing approaches." These 
methods are easy to apply and straightforward, which makes them quite beneficial for managers. 
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By using these models, forecasting experts are able to differentiate between random fluctuations 
and the fundamental pattern in the data. Figure 1 illustrate the Detection and Treatment of Outliers 
in Processing Wind Turban. 

The three different categories of forecasting techniques—naive, averaging, and smoothing will be 
covered. Each of these models has benefits and drawbacks of its own. If the pattern of the data is 
such that there is not much variation from one time period to another, the simplicity of the nave 
model makes it particularly effective for a rapid prediction. The model's drawback is that it can 
only predict the future based on the recent past, and data might include a lot of unpredictability. 

Since they consider a full time series and its variations, averaging models are superior to the naive 
model. In the models that employ averaging, we just take a collection of observed values, calculate 
their average, and then use this average as a prediction. The analyst must have as many historical 
data points as the moving average requires for the moving average models. Hence, a 4-month 
average cannot be calculated until the end of period 4 to predict period 5, and a 5-month moving 
average cannot be computed until the end of period 5 to forecast period 6 [5].  

The benefit of moving average models is that each new observation's projected value is based on 
a fresh average that is calculated. The moving average models also have the benefit of smoothing 
forecasts more effectively the more observations there are in the moving average. Later on, it is 
described how to decide whether to utilise more or less observations when calculating the moving 
average. These models are constrained by the need to keep the most recent N observed data in 
order to compute the moving average. That can take up a lot of room. The second drawback is that 
the moving average models give no weight to observations made before period and equal weight 
to each of the most recent N observations (t–N). 

The exponential smoothing techniques provide a weighting system that would give the highest 
weight to the most recent observed values and diminishing weights to the recorded values of the 
distant past, overcoming the drawbacks of moving average models. Moreover, these models do 
away with the need for retaining previous values of the variable.  We go into great depth on each 
of these models in the sections that follow, using examples to show how to utilise them. The 
accuracy of today's projections has a big impact on management choices. Fast market 
developments need prompt and adequate management response. The short-term forecasting 
techniques covered in this chapter serve as the foundation for projections that may be employed, 
for instance, in the production, finance, and inventory management divisions. 

The simplest method of predicting, utilising the naive model, was used to start the chapter. When 
real historical data changes extremely gradually and with few turning points, this approach works 
well. The model's fundamental premise is that recent eras provide the most accurate forecasts of 
the future. The method's flaw is that it ignores everything that has happened since last year and 
fails to take into consideration any potential trends in the data. A suitable forecasting approach 
would be to employ an averaging method when managers are faced with economic and commercial 
situations that call for daily, weekly, or monthly forecasts of inventories. Simple, moving average, 
and double moving average are the three most used averaging techniques [6]. 
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If the data are thought to be steady, then this approach is suitable. On the other hand, the moving 
average approach should be taken into consideration if the analyst is concerned with the most 
recent data observations. This method gives every observation the same weight as it becomes 
available. The method does not handle data series with trend and seasonality and is most effective 
with stationary data. When the data displays both randomness and a linear trend, the double 
moving average approach is advised. This approach uses the first moving average to construct a 
second moving average. To get a prediction for the next period, the difference between the simple 
moving average and the double moving average is added to the simple moving average along with 
the trend estimate. Compared to the basic and moving average approaches, this methodology is 
less affected by outliers since it considers significant random fluctuations. One of its drawbacks is 
that it does not take into account any potential seasonality in the series, and that there are 
computationally easier approaches like exponential smoothing. 

With the help of more recent data, estimates may be continuously revised using exponential 
smoothing techniques. The more recent observations are taken into account over older ones. In 
addition to allowing for trend and being computationally more effective than the double moving 
average, exponential smoothing models also need less data than the double moving average does, 
which is 134 Forecasting with Smoothing Methods. Moreover, some flexibility is lost since the 
level and trend's smoothing constants could not be the same. Without initially deseasonalizing the 
data, this practise is not advised. 

Brown's approach allows for the flexible use of two smoothing constants: one for the trend and 
one for the series level. When the data exhibits a linear trend, this approach is advised. The 
selection of the beginning values for the smoothed series and trend correction are issues with the 
Brown's double exponential smoothing method. 

Last but not least, we spoke about winters' seasonal exponential smoothing. This model is an 
extension of Holt's model in which the model takes into consideration the trend and seasonality 
that a series may display in addition to the exponentially smoothed series. The model's seasonality 
component means that more data is needed than with the other approaches covered in this chapter. 
It can need more calculation time to simultaneously determine the three smoothing constants' ideal 
values than to use a regression model [7]. 

The European Monetary Union (EMU) was established with the goal of stabilising prices and 
minimising the uncertainty brought on by exchange rate swings for the benefit of investors, 
exporters, and importers. Theoretically, monetary unification has a variety of positive effects on a 
nation's economy. The first benefit is the removal of exchange rate risk with other members of the 
monetary union, which makes trading between them easier. Second, it strengthens competition by 
increasing the transparency of pricing discrepancies across member nations. 

Thirdly, it may improve policy discipline; particularly, by giving control over monetary policy to 
a regional central bank, a national central bank may gain greater confidence in its dedication to 
maintaining price stability. The main expense of establishing a monetary union, however, is 
connected to this third gain. A country's central bank loses autonomous monetary policy control 
and, therefore, the capacity to stabilise the economy when it is struck by a shock when monetary 
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policy power is transferred to a regional central bank. Depending on how high the cost is, the 
advantages of entering a monetary union can exceed the disadvantages.  

The cost or need for independent monetary policy management is larger when member nations are 
subjected to various shocks and lessened when they are exposed to the same or comparable shocks, 
according to the optimal currency area theory (Mundell, 1961). High commercial integration 
among member nations is one element that lowers the chance of various shocks. A system of 
intraregional fiscal transfers and high labour mobility are two additional factors that reduce the 
cost. 

In January 1999, the European Union officially launched its monetary union in the hopes that it 
would lead to price and exchange rate stability, convergence of interest rates, and fiscal restraint 
some people feared that the union would cause more issues for the 11 member countries, while 
others imagined more price stability and lower inflation for the member countries. By the year 
2003, ait was apparent that the record of European Union was better than what the acritics had 
feared [8]. The European Monetary Union has played an important role in the monetary affairs of 
the member nations. According to Becker (2003) general government debt fell from a peak of 75 
percent of GDP at the end of 1996 ato 69.5 percent in 2001. Additionally, EMU has improved 
conditions for growth. When compared to the U.S. in terms of size and other indicators, the EMU 
has given rise to a major economic area with significant potential for growth [9]–[11]. 

CONCLUSION 

In the financial markets, it has served as an engine of integration and a catalyst for structural 
change. Many had expected the surrendering of national sovereignty in monetary, exchange rate 
and fiscal policy to trigger considerable increase in willingness to address structural reforms, but 
this has not been the case. The divergences in national inflation and growth rates which reflect 
lack of uniformed government policies have widened since the inception despite its single 
monetary and exchange rate policies. It appears that the integration of money and bond markets 
has progressed more quickly than that of the equity markets. 
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ABSTRACT: 

Forecasting with a single-equation regression model is a statistical technique that uses a 
mathematical formula to predict the future behavior of a variable based on its past behavior and 
the behavior of other related variables. In this model, a dependent variable is regressed against one 
or more independent variables, and the resulting equation is used to predict the future values of 
the dependent variable. To improve the accuracy of the forecasts, researchers may use a variety of 
techniques, such as including lagged values of the dependent variable, adding more independent 
variables, or adjusting for seasonality or other temporal effects. They may also use diagnostic tests 
to assess the validity of the model and make adjustments as needed. 
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INTRODUCTION 

The growing importance of the euro as an international investment currency has made the market 
for euro-dominated issues more attractive for both investors and issuers. A key element behind 
these developments of the European bond market in this period (between 2001 and 2004) was the 
impetus for a better integrated and more liquid market and the increasing adversity of innovative 
products, such as index-linked bonds, real-time bond indices, fixed income exchange traded funds, 
credit derivatives and structured products (European Central Bank, 2004). (European Central 
Bank, 2004). In many business and economic situations, you will be faced with a problem where 
you are interested in the relationship that exists between two different random variables X and Y 
[1].  

This type of a relationship is known as a bivariate relationship. In the bivariate model, we are 
interested in predicting the value of a dependent or response variable based upon the value of one 
independent or explanatory variable. For example, a marketing manager may be interested in the 
relationship between advertising and sales. A production manager may want to predict steel 
production as it relates to household appliance output. A financial analyst may be interested in the 
bivariate relationship between investment X and its future returns Y; or an economist may look at 
consumer expenditure as a function of personal disposable income.  

Regression models are also called causal or explanatory models. In this case, forecasters use 
regression analysis to quantify the behavioral relationship that may exist between economic and 
business variables. They may use regression models to evaluate the impact of shifts in internal 
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(company level) variables, such as discount prices and sales, and external economic factors, such 
as interest rates and income, on company sales. 

To determine if one variable is a predictor of another variable, we use the bivariate modelling 
technique. The simplest model for relating a variable Y to a single variable X is a straight line. 
This is referred to as a linear relationship. Simple linear regression analysis is used as a technique 
to judge whether a relationship exists between Y and X. Furthermore, the technique is used to 
estimate the mean value of Y, and to predict (forecast) a future value of Y for a given value of X. 
In simple regression analysis, we are interested in describing the pattern of the functional nature 
of the relationship that exists between two variables [2]. This is accomplished by estimating an 
equation called the regression equation. The variable to be estimated in the regression equation is 
called the dependent variable and is plotted on the vertical (or Y) axis. The variable used as the 
predictor of Y, which exerts influence in explaining the variation in the dependent variable, is 
called the independent variable. This variable is allotted on the horizontal (or X) axis. When using 
regression analysis to make forecasts, it is important to determine the appropriate mathematical 
model that properly explains the relationship between the variables of interest. Economic theory 
of production, demand, finance, or trade, should be followed when specifying the model. For 
example, for quarter-to-quarter fluctuations in consumer expenditure on housing, cars, home 
appliances, etc., we turn to the theory of demand. On the other hand, when forecasting corporate 
profitability, financial theory will play a role in explaining model specification. Depending on the 
nature of the relationship between the dependent and independent variable, the forecaster may 
develop a linear, parabolic, logarithmic, or some other mathematical model. Once the 
mathematical model has been identified, the next step is to estimate the best-fitting model for the 
two variables of interest. In this chapter we elaborate on the use of the two-variable linear model. 
The linear relationship between the two variables Y and X is expressed by athe general equation 
for a straight line as: aY = a + bX [7-1] where aY = value of the dependent variable aa = regression 
constant, or the Y intercept ab = regression coefficient, or the slope of the regression line aX = 
given value of the independent variable 

The appeal of using the linear regression for forecasting lies in its simplicity. This has given rise 
to the concerns that the linear model may be too restrictive and that the real-world business and 
economic conditions cannot be fully captured by the model. In this context the following two 
appoints should be kept in mind. First, although the linearity assumption of the model appears to 
be restrictive, it should be noted that the majority of business and economic data approximate 
linearity either directly or by some form of data transformation. Second, in the real world, we do 
not expect any simple relationship between variables to hold precisely. This means that the actual 
value observed for the dependent variable will inevitably differ somewhat from its expectation. In 
any particular case, for a number of reasons that we shall discuss shortly, we would expect the 
dependent variable at vary from its actual observed value in either a positive or negative direction. 
This suggests that our simple linear equation stated should be written as [3]: 

Yt = a + bXt + εt 

The term εt a or error is simply representing all those factors other than the value of the independent 
variable that influences the value of the dependent variable. Since at a may take any value in any 
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time period, we regard this as a random variable with a mean value of zero. This implies that the 
mean value a Forecasting with Simple Regression 165 of the dependent term corresponding to a 
given value of the independent term is thus (a + bX). 

DISCUSSION 

In regression analysis our objective is to estimate the value of the parameters a, and b expressed 
in Equation. Before we estimate these parameters, it was important to understand how we interpret 
each, and the assumptions associated with the error term. Parameter is the expected value of a 
dependent variable when the independent variable is zero. In business and economic scenarios, the 
interpretation of an irrelevant and sometimes misleading. For example, the expected demand for 
any goods when its price is zero does not mean a great deal, even if a linear relationship between 
expected demand and price appears to be reasonable in the range of prices observed. It does not 
make sense to attach any value to this relationship when the price is zero, as at his price falls 
outside the range of observed prices. Parameter b, on the other hand, has an important 
interpretation as the expected value of the dependent variable resulting from a one-unit change in 
the value of the independent variable [4]. 

The assumptions associated with the error term expressed in Equation are: a 

(1) It is not correlated with the independent variable. 
(2) It has a mean of zero. 
(3) It has a variance of σ2 a. 

In the following sections of this chapter, you will be introduced to the techniques for estimating a 
regression equation, the standard error, and coefficients of determination and correlation. The 
concepts developed in this chapter can be applied to more than two variables, as will be discussed 
in the next chapter on forecasting with multiple regression. 

As was pointed out in the introduction, simple linear regression analysis is concerned with the 
relationship that exists between two variables. Business and economic forecasters use theoretical 
knowledge and past behavior of the business and economic variables as a basis for selecting the 
independent variables that are helpful in predicting the values of the dependent variable. 

Once we have determined that there is a logical relationship between two variables, we can portray 
the relationship between the variables through scatter diagram. A scatter diagram is a graph of the 
plotted points, each of which represents an observed pair of values of the dependent and 
independent variables. The scatter diagram serves two purposes: it provides for a visual 
presentation of the relationship between two variables, and it aids in choosing the appropriate type 
of model for estimation [5]. 

A manager of a clothing chain in Italy has postulated that there is a relationship between the sales 
volume and the amount spent on advertising. She has collected monthly data on these variables for 
the last 18 months and has asked a forecasting analyst to determine what type of a relationship 
athere might be between sales and advertising. Figure 1 illustrate the dependent and Independent 
Variables. 
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Figure 1: Illustrate the dependent and Independent Variables. 

Following the standard convention of plotting the dependent variable along the Y-axis and the 
independent variable along the X-axis, the analyst has the monthly sales plotted along the Y-axis 
and the advertising expenditures along the X-axis. The scatter diagram is also used to determine if 
there is a linear or curvilinear relationship between variables. If a straight line can be used to 
describe the relationship between variables X and Y, there exists a linear relationship. If the 
observed points in the scatter diagram fall along a curved line, there exists a curvilinear relationship 
between variables.  Forecasting with Simple Regression 167 a and b illustrate, respectively, a 
positive and negative linear relationship between two variables. Diagrams c and d show the 
positive and negative curvilinear relationships between variables X and Y. 

Another curvilinear relationship is illustrated in e where X and Y rise at first, and then as X 
increases, Y decreases. Such a relationship is observed in many businesses. For instance, in 
product life cycle we note that sales tend to arise as the product grows to maturity and then decline 
as other competitor’s enter the market [6].  The mathematical equation of a line such as the one in 
the scatter diagram that describes the relationship between two variables is called the regression 
or estimating equation. The regression equation has its origins in the pioneering work of Sir 
Frances Galton (1877), who fitted lines to scatter diagrams of data on the heights of fathers and 
sons. Galton found that the heights of children of tall parents tended to regress towards the average 
height of the population. Galton referred to his equation as the regression equation. 

The regression equation is determined by the use of a mathematical method referred to as the least 
squares. This method simply minimizes assume of the squares of the vertical deviations about the 
line. Thus, the least squares method is a best fit in the sense that the Σ (Y − Yˆ ) a2 a is less than it 
would be for any other possible straight line. Additionally, the least squares regression line has the 
following property: 
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Σ (Y − Yˆ) =0 

This characteristic makes the total of positive and negative deviations equal ato zero. You should 
note that the linear regression equation, is just an estimate of the relationship between the two 
variables in the population. 

µy.x = A + BX 
Forecasting with Simple Regression 169 where aµy.x = the mean of the Y variable for a given X 
value aA and B = population parameters that must be estimated from sample data. To understand 
the basic logic of the least square method, we have provided, as an example, the computation of 
the regression parameters. You can use Excel or any other software package to estimate the 
regression equation. The regression equation can be calculated by two methods. The first involves 
absolving simultaneously two equations called the normal equations. They are [7]: 

Σ Y = na + b Σ X 
Σ XY = a Σ X + b Σ X2 

We use Equations to solve for a and b, and obtain the estimating or regression equation. 
The second method of arriving at a least squares regression equation is ausing a computationally 
more convenient equation. 

b = n (Σ XY) − (Σ X) (Σ Y) an (Σ X2 ) − (Σ X) 
a = Σ Y an − b 

Σ X an = Y − bX[9] 
You must keep in mind that the simple regression equation should not be used for prediction 
outside the range of values of the independent variable given in a sample. In order to graph the 
regression line, we need two points. Since we have determined only one (X = 10, Y = 65.22), we 
need one other point for graphing the regression line. The second point (X = 12, Y = 75.08) is 
along with the original data. The estimated sales revenue values of a65.22 and 75.08 should be 
treated as average values. This means that, in the future, the sales revenues will vary from sample 
to sample due to the response of the customers to advertising, price of the competing stores, the 
income levels of the customers, and a host of other factors[10], [11]. 

CONCLUSION 

Forecasting with a single-equation regression model is a powerful statistical technique that can be 
used to predict the future behavior of a variable based on its past behavior and the behavior of 
related variables. This method is widely used in economic and financial forecasting, but its 
accuracy depends on the quality of the data used and the assumptions made about the relationships 
between the variables. 
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ABSTRACT: 

The basic time-series decomposition model is a statistical technique used to break down a time 
series into its underlying components, namely trend, seasonality, cyclist, and irregularity. The 
model assumes that a time series can be expressed as the sum of these four components, where the 
trend represents the long-term behavior of the series, seasonality refers to the recurring patterns 
that occur at fixed intervals, cyclist captures the medium-term fluctuations, and irregularity 
represents the random fluctuations in the series. 
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INTRODUCTION 

The regression equation is primarily used for estimation of the dependent variable, given values 
of the independent variable. Once we have estimated a regression equation, it is important to 
determine whether the estimate is dependable or not. Dependability is measured by the closeness 
of the relationship between the variables. If in a scatter diagram the points are scattered close to 
the regression line, there exists a close relationship between the variables. If, on the other hand, 
there is a great deal of dispersion between the points and the regression line, the estimate made 
from the regression equation is less reliable. 

The standard error of estimate is used as a measure of scatter or dispersion of the points about the 
regression line, just as one uses the standard deviation to measure the deviation of the individual 
observations about the mean of those values.  

The smaller the standard error of estimate, the closer the estimate is likely to be to the ultimate 
value of the dependent variable. In the extreme case where every point falls on the regression line, 
the vertical deviations are all 0; that is, sy.x = 0. In such a situation, the regression line provides 
perfect predictions. On the other hand, when the scatter is highly dispersed, making the vertical 
deviation large (sy.x is large); the predictions of Y made from the regression line are subject to 
sampling error [1]. 

The n − 2 value in the denominator represents the number of degrees of freedom around the fitted 
regression line. Generally, the denominator is Forecasting with Simple Regression 173 n − (k + 1) 
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where k represents the number of constants in the regression equation. In the case of a simple linear 
regression, we lose two degrees of freedom when a and b are used as estimates of the constants in 
the population regression line. Notice that Equation requires a value of Y for each value of X. We 
must therefore compute the difference between each Yˆ and the observed value of Y. 

The above computational method requires a great deal of arithmetic especially when large numbers 
of observations are involved. To minimize cumbersome arithmetic, the following shortcut formula 
is used in computing the standard error of estimate can be effectively used to make forecasts in 
most business and economic environments. However, these models do not always capture the 
pattern that may be exhibited by many time series. For example, methods such as the exponential 
smoothing are suitable for shortterm forecasting of time series. 

However, when faced with businesses and economic conditions that exhibit more complicated data 
patterns such as a combination of a trend, seasonal factor, cyclical, and random fluctuations, we 
need a more comprehensive method. Similarly, in using a regression model, the analyst depends 
on visual (scatter diagrams) and statistical analyses to determine the “best” model for forecasting 
purposes. The iterative process of determining which model is the “best” is expensive and time 
consuming [2]. 

Furthermore, the utility of the regression models depends heavily on satisfying the assumptions of 
these models. Even when most of the assumptions are satisfied, we were not certain whether the 
model would provide a good forecast in the long run. Because of the above limitations, analysts 
use the Box–Jenkins (B/J) methodology for business and economic forecasting. There are several 
reasons for using the Box–Jenkins method for forecasting. First, the methodology is able to capture 
a myriad of data patterns. Second, given a set of data, the “best” model can be identified.  

Third, this forecasting approach can handle complex data patterns, using relatively well-specified 
rules. Fourth, reliability of forecasts can be tested through statistical measurement. Fifth, a 
significant difference of the Box–Jenkins (B/J) methodology is that it does not make assumptions 
about the number of terms used in the models or the relative weight given to them. When using 
the B/J models, the analyst selects the appropriate model based on established criteria, including 
the number of terms; then the software programme (Minitab, SAS, or SPSS) calculates the 
coefficients using a nonlinear least squares method. Forecasts for future periods are made with the 
calculated coefficients. Finally, confidence intervals for the estimates are easily constructed. 

The limitation associated with this forecasting method has to do with the complex nature of the 
methodology and the associated cost. Because the methodology deals with much more general 
conditions, it is much more difficult to understand the fundamentals of the approach and how the 
method can be applied. The higher cost associated with using this approach is outweighed by the 
greater accuracy of the forecast [3]. 

DISCUSSION 

Jenkins methodology can produce forecasts based on a synthesis of historical patterns in data 
without initially assuming a fixed pattern. This is not the case with the other methodologies. For 
example, when using the exponential smoothing technique, it is assumed that the data follow a 
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horizontal pattern. In regression analysis the analyst assumes a pattern and then proceeds with the 
application of the technique. 

The Box–Jenkins method is an iterative process that begins by assuming a tentative pattern that is 
fitted to the data so that the error will be minimized. The approach provides the analyst with 
explicit information, on theoretical grounds, to determine whether the assumed pattern is 
appropriate or not. If the correct pattern is not found, the Box–Jenkins method provides additional 
clues to the analyst so that a correct pattern is identified. Once a correct pattern is selected, the 
analyst can use it to make forecasts [4]. 

The major assumption of the B/J model is that the data series of interest is stationary. A data set is 
considered to be stationary when it fluctuates randomly around the mean of the series. Another 
way of stating this is that the average value of the time series is not changing over time. It should 
be noted that, while the stationary assumption appears restrictive, the data series that are 
nonstationary can be transformed easily to meet this assumption. Our interest in this data set is 
whether the pattern of these observations is due to some systematic relationship, and if so, how are 
they generated? From our discussion of regression analysis, we know that any observation on Y 
has two components. The first part is what is explainable by the model and is identified as (bt ), 
and the second part is the random error (et ). 

In a similar fashion, the Box–Jenkins models assume that a time series is a linear function of past 
actual values, and random shocks or error terms. The expectation is that the error terms are 
distributed as white noise. By definition, white noise is normally and independently distributed 
(NID), having no patterns, a mean of zero, and an error variance that is lower than the variance of 
Yt . With these assumptions in mind, the Box–Jenkins models are classified as the autoregressive 
models (AR), the moving average models (MA), or a combination of the two, labelled as the 
autoregressive integrated moving average models (ARIMA). Before we discuss each of these 
models in detail, let us clarify the notations used in building them. The standard notation identifies 
the orders of autoregression by p, integration or differencing by d, and moving average by q. So, 
an ARIMA model could be looked. 

Throughout our discussion of these models, you will become more familiar with these notations 
and recognise their versatility. An autoregressive model (AR) is one in which the current value of 
the variable is a function of its previous values and an error term. The reason this is called an 
autoregressive model is because Yt is being regressed on itself [5]. 

Yt = 0 + 1Yt − 1 + 2Yt − 2 + ... + pYt − p + εt 

Where Yt = Dependent variable 

The Box–Jenkins Method of Forecasting Yt−1, Yt−2, Yt−p = Independent variables based on the 
dependent variable lagged (p) specific time periods 

0, 1, 2, p = Computed regression coefficients 

εt = Random error term measured in time t 
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An autoregressive (AR) model with a mean or a constant term of zero can have an order of one, 
two, or p, or it could exclude some of the lower-order terms respectively. 

Order of 1: Yt = 1Yt − 1 + εt [10-5] 

Order of 2: Yt = 1Yt − 1 + 2Yt − 2 + εt [10-6] 

Order of p: Yt = 1Yt − 1 + 2Yt − 2 + ... + pYt − p + εt 

Orders excluded: Yt = 2Yt − 2 + 6Yt − 6 + εt [10-8] 

The second type of Box–Jenkins model is called the moving average (MA) model. These models 
link the current value of the time series to random errors that have occurred in previous time 
periods. Equation specifies a moving average model. 

Yt = θ0 − θ1εt − 1 − θ2 εt − 2 − ... − θqεt − q + εt 

Where Yt = Dependent variable 

θ0 = The mean about which the series fluctuates θ1, θ2, θq = Moving average parameters to be 
estimated 

εt−q = Error terms 

εt = Random error term measured in time t 

The highest order of the model is called q and refers to the number of lagged time periods in the 
model. Similar to the AR model, the MA could have different orders. For example, the MA model 
with one term is written as: Yt = −θ1εt − 1 + εt.  

Note that, in the MA model, it is assumed that the current value of the series is a direct and 
predictable result of past random errors. The third model of Box–Jenkins is a combination of the 
AR and MA models. Thus, it is called the autoregressive integrated moving average or ARIMA. 
The model is written as: Yt = 0 + 1Yt − 1 + 2Yt − 2 + ... + pYt − p + εt − θ1εt − 1 − θ2εt − 2 − ... 
− θqεt − q  

When using the ARIMA model, the analyst is able to use a combination of past values and past 
errors. As was mentioned earlier, the order of the model is The Box–Jenkins Method of Forecasting 
273 commonly written as ARIMA (p, d, q). For example, when we say that the model is an ARIMA 
(1,0,0), it implies that we are dealing with an AR (1) type model. Similarly, an ARIMA (0,0,1) 
refers to an MA (1) model. To select the appropriate model for forecasting, we depend on the 
autocorrelation (AC) and partial autocorrelation (PAC) statistics of the time series [6]. 

The ACs and PACs provide us with the numerical measure of the relationship of specific values 
of a time series to other values in the time series. That is, they identify the type of model that will 
most closely capture the variation in the time series of interest. Software packages that handle the 
Box–Jenkins methodology will generate a table of ACs and PACs as well as the correlogram 
associated with each. The range of values of ACs and PACs is between −1 and +1. Once the 
computer software calculates the ACs and PACs for various time lags (depending on the nature 
and the periodicity of the data—daily, weekly, monthly, quarterly, etc.), a comparison is made 
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with the theoretical distributions (patterns) of the ACs and PACs developed by the Box–Jenkins 
method. 

The general guidelines to follow in determining what data pattern fits which model are: 

a) When the autocorrelation coefficients gradually fall to zero, and the partial correlation has 
spikes, an AR model is appropriate. The order of the model depends on the number of 
spikes. 

b) When the partial correlation coefficients gradually fall to zero, and the autocorrelation 
coefficients have spikes, an MA model is appropriate. As in the AR model, the order of the 
model equals the number of significant spikes. 

c) When both the autocorrelation and the partial autocorrelation correlograms show irregular 
patterns, then an ARIMA model best represents the data pattern. Once again, the number 
of significant spikes equals the order of the model. 

The theoretical distributions (patterns) for the various models of Box–Jenkins are provided below. 
Figure 10.2 (a, b, c, and d) shows the theoretical autocorrelation and partial correlation functions 
for the AR (1) and the AR (2) models, respectively. Note the behaviour of the correlation 
coefficients. A comparison of the autocorrelation coefficients with the partial correlation 
coefficients in the AR (1) and AR (2) models show that the autocorrelation coefficients gradually 
drop to zero, whereas the partial correlation coefficient drop to zero after the first time lag. 

 

Figure 1: Illustrate the Time Series Data into Trend and Seasonality 

The autocorrelation and partial autocorrelation coefficients for the moving average models (MA) 
are shown in Figure 10.3 (e–h). Again, note the behavior of these correlation coefficients. In the 
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AR (2) models, the autocorrelation coefficients gradually drop to zero, while the partial 
coefficients drop to zero after the second time lag. The theoretical distribution for the most 
common ARIMA model [7]. 

When selecting a model, you must keep in mind that the correlation coefficients are theoretical 
distribution patterns and that your actual data set may not conform with them identically. 
Nonetheless, the patterns presented in these figures are so common to most Figure 10.2 
Autocorrelation and Partial Autocorrelation Coefficients for AR (1) and AR (2) Models. The Box–
Jenkins Method of Forecasting 275 time series data that you should not have difficulty identifying 
a pattern. Figure 1 illustrate the Time Series Data into Trend and Seasonality. 

Having analysed the AC and PAC for a time series and determined which model may serve our 
need, we are ready to estimate the model and verify its validity. Model validity is accomplished 
through statistical analysis of the residuals. Specifically, we examine the autocorrelation of the 
residuals to determine the randomness in error terms. Furthermore, the Q statistics provide us with 
a measure that tells us whether the autocorrelation of the entire residual series differs significantly 
from zero. 

In the following sections of this chapter, each of the Box–Jenkins models are discussed more fully. 
The autoregressive model is an extension of the regression model. The only difference between 
the two is that, in the autoregressive model, the independent variables are simply lagged values of 
the dependent variable. The Box–Jenkins Method of Forecasting 277 on what the analyst is hoping 
to achieve. The general AR model is designated as ARIMA (p, 0, 0). The AR (1) model is specified 
as: Yt = 0 + 1Yt − 1 + εt [10-12] 

where Yt = the dependent variable 

0, 1 = coefficients chosen to minimise the sum of squared errors 

Yt−1 = independent variable 

εt = random error 

The following example uses a very simple data set so that we can show how a forecast is made 
when an AR model is identified. For all practical purposes the sample size would have to be large 
enough to accommodate an accurate computation of the ACs and PACs. Accurate estimates of AC 
functions are made with a minimum sample size of 50 observations where k lags should not be 
larger than approximately n/4 [8]. 

A manufacturer of digital cameras in Japan wishes to make a forecast of sales in future years. The 
marketing manager has gathered the data shown in Table 10.2 for the last 19 years. Suppose that 
the ACs and PACs show that an ARIMA (1,0,0) model is appropriate for the data set. Furthermore, 
assume that 0 = 0.6 and 1 = 0.9 were fitted to data. Test the validity of the model by forecasting 
sales for the years 1991 to 2008 where the fitted model is. 

(1) Single significant spike at lag 1 ARIMA (1,0,0) 1 > 0 Exponential decline with significant 
spikes at first, second, or more lags 

(2) Single significant spike at lag 1 ARIMA (1,0,0) 
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(3) 1 < 0 Alternating exponential decline with a negative 
(4) Single significant spike at lag 1 ARIMA (0,0,1) θ1 > 0 Single significant negative spike at 

lag 1 
(5) Exponential decline of negative values, with more than one significant spike 

ARIMA (0,0,1) θ1 < 0 Single significant positive spike at lag 1 Alternating exponential decline 
starting with a positive 278 The Box–Jenkins Method of Forecasting Since the actual value of sales 
is unknown in the year 2008, the forecast for the year 2007 is the forecasted value for the previous 
year. That is, the forecast for the year 2008 would be: Yˆ 08 = 0.6 + 0.9(17.286) = 16.157 

Keep in mind that for the ARIMA (1,0,0) model, the absolute value of the coefficient 1 is normally 
constrained to be less than 1. This constraint is referred to as the bound of stationarity that states: 
| 1|<1. If the absolute value of 1 is greater than 1, then the series is not autoregressive, in which 
case transformation of the data through differencing should be used to conform to the stationarity 
assumption. 

In our earlier discussion we mentioned that the MA models provide forecasts based on a linear 
combination of past errors. The general moving average (MA) model is specified as ARIMA 
(0,0,q). The assumption of stationarity also holds true for this model. Note that the mean of an MA 
(q) series represented by 0 is the constant term in the model as we assume the expected value of 
the error term to be zero. That is, E (εt ) = 0. 

The Box–Jenkins Method of Forecasting 279 t. In the MA model it is customary to show the 
coefficients (θ1, θ2, . . ., θq) with negative signs, even though these coefficients may be positive 
or negative. The simplest MA model with one term is given as[9]: 

Similar to the autoregressive model, the absolute value of the coefficient θ1 is constrained to be 
less than 1. This constraint, which is related to the stationarity, is referred to as the bound of 
invertibility. If the absolute value of θ1 is greater than 1, the model is not stationary. To remedy 
the problem of nonstationary data, transformation of the data is necessary. As was highlighted in 
Equation [10-11], past values and past errors are used in the model to make future forecasts. 
Theoretically speaking, this integrated model can fit any pattern of data. However, the values of p 
(0, 1, 2, . . .) and q (0, 1, 2, . . .) must be specified before the method can be applied. You may 
recall that when p = 1 and q = 0 we were dealing with an AR model. Similarly, when p = 0 and q 
= 1, the model was an MA model. Finally, when d, p, and q can be different from zero, we are 
dealing with a mixed model. For example, when p = 1 and q = 1, the model is ARIMA (1,1) and 
is written as: Yt = 1 Yt − 1 + εt − θ1 εt – 1. 

Note that the error term (εt ) is influenced by Yt − 1 and at the same time by θ1εt − 1 which makes 
this equation nonlinear and highly effective in describing a wide range of data patterns. The 
theoretical distribution (pattern) of the ACs and PACs for this group of models was presented in 
Figure 10.4. The analyst is able to take a look at the computed autocorrelation coefficients and the 
partial autocorrelation coefficients of the data set and determine if the model follows an ARIMA 
pattern. Once it is determined that an ARIMA model should be used, then the forecasting process 
is similar to that of the earlier models [10]. 
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In the beginning of this chapter we mentioned that one of the assumptions of the B/J methodology 
dealt with the stationary of the data. Given that data patterns may include trends, seasonal, and 
other factors that cause no stationary patterns, we must therefore eliminate them from the data 
series. This means that before applying the B/J models for forecasting, data must be free of trend 
or seasonal factors. This can be accomplished through a data. The Box–Jenkins Method of 
Forecasting 281 transformation procedure referred to as “differencing.” The concept of 
differencing was addressed. Trends Trend patterns appear as an upward or downward movement 
that characterizes all economic activities in a dynamic economy.  

Trend patterns may be of a deterministic or stochastic nature. A deterministic trend is a systematic 
period-to-period increase or decrease observed over a number of time periods. A stochastic trend, 
on the other hand, is a random variation of the data pattern. Whether we are faced with a 
deterministic or stochastic trend, these trend patterns must be made stationary using a 
transformation method illustrate how we transform a no stationary linear trend into a stationary 
data pattern, suppose we have a simple data set. We note that the data set has a deterministic linear 
trend, and violates the assumption of stationary. To remedy the problem, we could simply 
transform the series by taking the first difference as shown in column 2. 

CONCLUSION 

The basic time-series decomposition model is a powerful statistical technique that allows analysts 
to break down a time series into its underlying components, namely trend, seasonality, cyclist, and 
irregularity. By decomposing a time series, analysts can gain insights into the underlying patterns 
and relationships within the data, which can be useful for forecasting and decision-making in a 
wide range of fields, such as finance, economics, and engineering. 
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ABSTRACT: 

Univar ate time-series modeling and forecasting is a statistical approach used to analyze and 
predict the behavior of a single time-dependent variable. The technique involves analyzing the past 
values of the variable to identify any patterns or trends and then using this information to make 
predictions about its future behavior. The modeling process usually involves identifying the 
appropriate mathematical model that best fits the data, such as autoregressive integrated moving 
average (ARIMA) or exponential smoothing. Once the model is selected, it is calibrated using the 
available historical data and then used to generate forecasts for future time periods. 

KEYWORDS:  

Forecasting, Pattern Recognition, Time-Dependent Variable, Statistical Analysis, Univariate Time 
Series. 

INTRODUCTION 

When faced with a nonlinear trend such as a parabolic condition, the time series is made stationary 
by taking the second differences. In the case of a growth curve, the original data series needs to be 
transformed into logarithms one of the indicators of economic activity in a nation is its index of 
productivity in the various sectors. Data in Table 10.5 represent the productivity index for the 
business sector in the U.S. between 1986 and 2005. Determine, θ0 using the data from 1986 to 
2000, and then forecast years 2001 to 2005, using an ARIMA (0,1,0) model. From the plot of the 
data shown it appears that there exists a trend in the data as the series drifts upward, showing non-
stationarity in the data. We can verify this nonstationary mean further by plotting the AC for the 
series.  

The trend is removed from the data by taking the first difference of the data. We also observe that 
the PAC shown in Figure 10.7 drops off to zero after the first lag. Both of these autocorrelation 
functions suggest the use of an ARIMA (1,1,0) model with this set of data.  Now we are ready to 
estimate the model. Based on our AC and PAC we Figure 10.5 Daily Stock Prices. The Box–
Jenkins Method of Forecasting determine that an ARIMA (1,1,0) model would be appropriate. Our 
objective is to make sure that the model has a “good” fit. The “goodness-of-fit” is determined by 
the condition that the sum of squared residuals is minimized [1]. 
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The estimated parameter 0.2148 is statistically significant as supported by the t-statistics. The p-
value of 0.043 has the same interpretive value as in the case of regression models. You will note 
that we did not include a constant term in this model. Whenever we use differencing in the model, 
the constant term is omitted. However, when making forecasts, the computer programmed will 
take this into account and appropriately make future forecasts based on the model. 

Faced with seasonal data, the model specified in Equation might not suffice and should be 
supplemented with seasonal parameters. The B/J models with seasonal factors are generalized as 
ARIMA (p, d, q) s. Seasonal models can be AR, MA, or ARIMA as shown in Equations to, 
respectively. To estimate the seasonal values of p and q (usually denoted as P and Q), we follow 
the same processes as the no seasonal data. That is, the AC and PAC for only the seasonal 
component are examined. If we are interested in the seasonality of the quarterly data, the values of 
4, 8, 12, 16, 20, and so forth observations are of interest to us. On the other hand, for the monthly 
data the values of 12, 24, 36, 48, and so on will be examined for similar patterns. 

The analyst should be aware that when seasonal patterns are overwhelmed by a dominant trend 
pattern you will see nonzero spikes for almost all time lags in the AC correlogram. To determine 
if there is a seasonal pattern in the data, it is best to examine the AC and PAC correlograms for the 
“differenced” series of the data. If seasonal patterns exist, then large spikes for time lags of 12 and 
24 months capture the monthly seasonal pattern [2]. As an analyst for a large department store you 
are given the responsibility for forecasting sales. You have been given monthly sales data for the 
last 10 years as shown in Table 10.10. Use your professional expertise with the Box– Jenkins 
method to make a forecast for the department store. More than ever, today's company managers 
rely on timely and reliable information when making choices. Not just in home markets but also 
on a global scale, business has become very competitive. Economic and business analysts are 
trusted to provide guidance business executives. A forecast analyst's job is to provide several 
predictions to the decision-maker, including estimates for sales, cash flow, inventories, and costs. 
It can also include examining the consequences of tighter monetary policy on the corporate sector 
and the policy ramifications of tax increases. 

There is a higher dependence on company estimates due to two causes that have been significant. 
First, the systematic use and efficacy of forecasting approaches have significantly increased. As a 
result, managers now rely more on statisticians, operations analysts, and decision scientists to help 
them with their everyday tasks. Second, easier data collection and rapid data analysis for decision-
making are now feasible because too increased information accessibility (databases) and 
affordable, portable, and powerful computers. The skills and knowledge of people who create 
predictions as well as the comprehension of those who utilize them are necessary for the efficient 
use of forecasting technique [3]. 

DISCUSSION 

Forecasters must assist management in understanding the usefulness and constraints of the 
predictions as organizations get increasingly interested in adopting quantitative forecasts in their 
decision-making. Also, they must present their results to management in a straightforward way 
that is clear of technical jargon. In this chapter, we'll go through the crucial phases in explaining a 
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forecast's conclusions to management as well as the problems forecasters should take into account 
when writing their reports. We discussed the role that forecasting may play in creating market 
strategies of this book. Managers are becoming more aware of how important forecasting and 
prediction are in making business choices. Even though this position is crucial, some businesses 
are too tiny to establish a dedicated forecasting department. We advise managers at these 
enterprises to take some of the straightforward models covered in this article into account when 
creating projections for their own companies. These models' detailed step-by-step instructions 
make it feasible to create accurate predictions. We acknowledge that some familiarity with 
statistics and economics is necessary in order to use these forecasting models [4]. 

On the other hand, major firms who see forecasting as a crucial component of their business 
operations may rely on forecasting experts to provide various projections for their company. In 
most cases, a department or group is chosen inside an organisation to handle these tasks and report 
the results to management. The process of informing management of projected outcomes is time-
consuming. For successful communication, it starts far earlier than when a projection is made and 
its outcomes are presented to management. A successful projection requires managerial 
involvement at this early stage of the process. Most managers are involved in other tasks at the 
company, therefore they may not completely contribute to forecast development. Holding 
discussion sessions with small groups of managers is one way to spark interest in forecasting 
among managers. In these workshops, managers learn about the advantages and constraints of 
forecasting and are prompted to consider how forecasting could support their decision-making. A 
one-on-one meeting with managers to explore potential applications to their area of interest might 
come after these sessions. Forecasting experts must comprehend the issues and worries that 
management has. They must enquire specifically about the appropriate time range for their 
projections as well as the amount of detail or aggregation that is necessary. If the findings are 
broader than what the management anticipates, a sophisticated forecasting model and its forecasts 
may not be useful [5]. 

 

Figure 1: Illustrate the Deep Learning Models for Univar ate Time Series Forecasting. 

The temporal horizon is equally important in management choices. If one were to produce a short-
term vs a long-term projection, it would depend on whether they used facts from the recent past or 
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those from a distant past. The forecaster must take this knowledge into account throughout the 
planning process if management, for instance, needs a forecast by the end of the next month. Mid-
level managers lose interest in adopting forecasts when they take too long to develop and are not 
accessible when they are required, according to research. Figure 1 illustrate the Deep Learning 
Models for Univar ate Time Series Forecasting. 

The forecasters must be highly skilled not just in forecasting methods but also in conveying to 
management the value and suitability of these approaches in various contexts. It is preferable to 
provide more than one prediction scenario when providing information to management. The 
model's assumptions should be made transparent so that management has the necessary data to 
make a decision. Bear in mind that emphasising the aspects that are essential in making a choice 
may be more helpful to the management than providing the manager with an abundance of 
information. 

Management feedback is incorporated into a solid projection. It is vital to assess the forecast's 
efficiency when one has been produced and the findings have been compared to actual 
occurrences. This is closely related to what we discussed in Chapter 1. (See Figure 1.1). The 
forecasting expert must examine the trend in any potential forecasting errors. This has to be 
explained to management, and their opinion on how to make the prediction better should be sought 
for. While reformulating the forecasting model, management's opinions should be taken into 
consideration [6]. 

A system that takes adjustments into account and offers a feedback mechanism is essential to a 
successful forecasting process.  It is advisable for managers and forecasters to be aware of several 
typical errors that reduce the efficiency of the forecasting process and, as a result, the prediction 
itself. Inadequate or subpar data systems used by the company that do not increase the forecasting 
process' viability. This implies that the outcome won't change regardless of how accurate the 
forecasting model and technical team are. Good forecasting will start with a commitment to 
assembling and maintaining disaggregate datasets. Before any forecasting is done, this has to be 
told to management as soon as possible. Middle management's lack of dedication to the forecasting 
process. The forecasting method is often approved by top management, but intermediate 
management does not recognise its worth or usefulness. In this circumstance, it is crucial that the 
forecaster explain to the middle management the value and efficacy of forecasting and how they 
may gain from it. 

The decision-maker can discover that the facts or the prognosis are not readily accessible when 
needed. In order to prevent this issue, management and the forecaster must have a mutual 
agreement of how quickly the data is required and if the assignment can be finished in the allotted 
period.  On occasion, the study uses the incorrect forecasting model, and the forecasting personnel 
may not want to see it put into practise. They could make things worse for the forecasting unit and 
themselves if they are unwilling to share their results out of concern that they will be accused of 
technical ineptitude. To prevent issues of this sort, a framework between management and the 
forecasting team must be developed. 
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Rather than functioning as a separate unit that only functions in response to sporadic requests from 
other corporate units, a forecasting unit must be incorporated into the current corporate structure 
in order to be successful. For example, the forecasting team is better able to provide a far more 
substantial response to the forecasting demands of the whole company when the forecasting unit 
is an important part of the budget and planning process. Forecasters may help management in its 
responsibilities as a controller and planner [7]. 

The forecaster must acknowledge that interpersonal and political savvy are just as crucial to 
effectively communicate conclusions to management as technical know-how. Control over the 
forecast means, to a considerable degree, control over the budgeting concerns and resource 
allocation for those companies that take the task of forecasting seriously. Forecasters may get 
embroiled in sensitive power conflicts inside the company in this situation. It is crucial to build 
interpersonal skills that safeguard the forecasting unit's objectivity and integrity inside the 
company. Listed below are some recommendations made by Bails and Peppers in 1993: 

a) Get to know those who consult the prediction. 
b) Discover the user's worries. 
c) Address issues when creating a forecast for a specific unit before they become 

overwhelming. 
d) You should stand up for your prognosis when faced with simply political criticism. 

In conclusion, the forecaster's job is to provide insight into a wide range of decision options in 
order to have an influence on management choices. Management must clearly define forecasters' 
roles and responsibilities inside the company in order for them to be successful. The forecaster 
must also use caution while creating and presenting the forecast to management. This entails the 
time-consuming process of interrogating and nagging the user to determine what he or she really 
needs. 

Successful company managers are aware of how crucial forecasting is to their choices. Within 
every business, forecasting has a wide range of applications. Predictions are created for planning 
and budgeting as well as for a variety of objectives, including those related to production, inventory 
management, marketing, advertising, sales estimates, and investment. 

Businesses cannot afford to rely simply on the qualitative judgement of their management in 
today's competitive market, when business decisions are made at a much quicker pace and with a 
higher dependence on quantitative analysis. There are, however, drawbacks to relying only on the 
forecasting unit or department while business is booming. There is a need for improved forecasting 
processes and tools in order to make business choices, as shown by the recent collapse in the 
housing industry and the general weak economic performance in the U.S. Even though many 
people mistakenly believed that the market would steer the economy in the right direction in the 
latter part of the 1990s due to psychological factors like "feeling good" about the economy, 
Chairman Greenspan of the Federal Reserve Bank claimed that there is a "irrational exuberance" 
in the economy. 

Considering that demand for forecasting department services is income elastic, forecasting staffing 
levels are often reduced in response to a dramatic decline in sales, prices, and profits. Companies 
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started to slash costs in the 1980s as a result of falling prices in the oil, real estate, and financial 
industries. They did this by eliminating their research departments and lessening the need for 
forecasting. Businesses must rely on quantitative research and accurate forecasts at times like these 
[8]. 

The necessity for strategic planning as managers guide their firms into the future is highlighted by 
recent economic downturns in the United States and several other developed countries. Such 
planning tactics may efficiently use forecasting technologies. Nobel Prize winner Gary Becker 
(2001) notes that the September 11 attacks may have pushed the U.S. economy into a recession, 
which was already in decline. He notes that the sharp decline in stock prices during the first week 
after markets reopened is a reflection of pessimism and uncertainty about the future. Forecasters 
may significantly contribute to assisting business entities lessen the market uncertainty in this 
situation. 

Any instability brought on by a crisis of major proportions on a national or worldwide scale would 
also have substantial ramifications for the forecasting function in company plans. Throughout the 
second half of the 1990s, the globalisation of trade, which allowed for a freer movement of people, 
money, and products, increased yearly U.S. growth by three-quarters of a percentage point. This 
growth rate may not continue in the foreseeable future as globalisation could halt and become more 
expensive. Businesses would likely have to spend more on security and insurance for employees 
who work abroad. 

Providing Management with Predictions 313 property. More border checks can cause cargo 
movements to be slowed down, requiring businesses to stock up on additional merchandise. 
Tighter immigration regulations may have a substantial impact on the influx of skilled and blue-
collar workers that has enabled businesses to grow while controlling salaries. In the meanwhile, a 
growing preoccupation with political risk has forced businesses to drastically reduce the scope of 
their new investments. 

Forecasters must assist management in understanding the value and constraints of their predictions 
as company managers grow increasingly interested in adopting quantitative forecasts in their 
decision-making. Also, they must present their results to management in a straightforward way 
that is clear of technical jargon. The process of informing management of the findings is time-
consuming and starts far before a prediction is created. It is advised that management be included 
in the forecasting process to make it more controllable [9]. 

This will provide the forecaster a clear grasp of management's requirements and how to address 
them. Alternative scenarios and the underlying assumptions should be communicated to 
management along with the findings. It is important to emphasise the error's meaning and its 
causes. Ultimately, the model should contain management input, and fresh findings should be 
compared to real occurrences. Due to upcoming national and international events as well as 
economic uncertainty, forecasting will be necessary. The accessibility of datasets and more 
complex quantitative studies improves forecasting methods.  

Offered in this chapter since no clear long-term trend or cyclical pattern can be found. Compared 
to the 1950s, gas costs have increased significantly, although only in absolute terms. Additionally, 
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even in nominal terms, there has been no rising trend since 1980. So, in this series, neither a log-
linear transformation nor a Hodrick-Prescott filter will be able to detect any significant patterns or 
cycles [10], [11]. It is more beneficial to consider the cost of gasoline in relation to the CPI as a 
whole in order to spot any trends. The relative price of gasoline has a long-term tendency to stay 
constant, despite significant rises from 1973 to 1980. For trend analysis, it is perhaps the most 
logical working assumption. In instance, despite regular reports of a "shortage" of petroleum, there 
is little reason to anticipate increasing relative prices to return.  

CONCLUSION 

Unilabiate time-series modeling and forecasting is a powerful technique that allows analysts to 
analyze and predict trends in time-series data. By modeling the data using mathematical and 
statistical techniques, analysts can extract important insights and forecast future values with 
varying degrees of accuracy. Unilabiate time-series modeling and forecasting is a valuable tool for 
understanding and predicting trends in various fields, including finance, economics, and 
engineering. With the advent of powerful computing technologies and machine learning 
algorithms, the potential for accurate and reliable forecasting has only continued to increase in 
recent years. 
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ABSTRACT: 

Combining forecasts is a common practice in the field of forecasting, which involves combining 
the predictions from multiple models or experts to create a more accurate and reliable forecast. 
The idea behind combining forecasts is that different models or experts may capture different 
aspects of the underlying data generating process, and by combining their predictions, one can 
improve the overall forecast accuracy and reduce the risk of relying on a single model or expert. 
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INTRODUCTION 

As gasoline prices do not increase during booms and decrease during recessions, there is no 
discernible cyclical pattern. If anything, a recession occurs the year after a significant spike in 
petrol prices. The most logical presumption for the future is that there won't be any cyclical 
patterns. The percentage change data are shown in figure 6.26. Moving to the seasonal pattern, 
regression analysis of the percentage change in gasoline prices as a function of seasonal dummy 
factors indicates substantial positive seasonals in April, May, and June. According to this 
regression, the price of gasoline increases by an average of 1.2%, 1.2%, and 0.9% during those 
three months, but does not change overall for the remainder of the year. Yet, given the many 
changes in the energy markets over the last 50 years, it makes sense to use X-11 to test for varying 
seasonal weights. Figure 6.27 compares the X-11 seasonally adjusted data to the unadjusted data. 
There, it is shown that the irregular component outweighs the seasonals [1]. 

The X-11 application may be used by readers to analyse the real and seasonally adjusted statistics. 
The video demonstrates how seasonally adjusted statistics for the next several years indicated 
larger rises in those months than really happened after the significant reduction in gasoline prices 
in February and March 1986. Also take notice that the largest monthly percentage increase in 
gasoline prices happened in April 1999 at 15%, not during any of the energy crises. These 
anomalies will eventually be eliminated, although in prior years, the updated seasonally corrected 
statistics revealed a significant reduction in Building structural models was the strategy used 
previously in this work, on the theory that the best predictions would likely result from the best 
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effort to estimate the underlying population parameters. Nonetheless, we have made an effort to 
illustrate the potential drawbacks of that strategy using both instances that worked and those that 
did not. Several of these cases also demonstrated how predicting accuracy may be increased by 
continuous modifications, although up to this point, this has mostly entailed an ad hoc 
methodology. The best elements from both structural and nonstructural projections may likely be 
combined to increase predicting accuracy; this subject is covered in chapter 8. 

The structural approach may not be the best option for a number of reasons. The fundamental 
structure, to start, could change over time. The Federal funds rate is one prominent illustration of 
this; the fundamental factors alter each time a new Fed Chairman is installed. Second, for 
thousands of distinct product lines, a non-structural approach could be more practical. If someone 
had 10,000 components or SKUs; it would be very time-consuming and labor-intensive to create 
a structural econometric model for each individual item and maintain all of those models with the 
most recent information. A nonstructural approach would be much more effective in such 
circumstances [2]. 

The effectiveness of a structural equation's forecasting can be seriously questioned if it cannot 
explain a greater percentage of the variation than a model that solely employs the lagged dependent 
variable and past residuals. Non-structural models may also be used as a yardstick. Also, it was 
previously shown that, even when all of the independent variables' values are known, a single 
equation model may still provide correct predictions if mistakes in estimating those variables are 
made. The non-structural method merits careful study due to all of these factors. 

Moving-average (MA) and autoregressive (AR) models have been used since the beginning of 
econometrics. G. Udny Yule's seminal papers on moving-average and autoregressive models were 
released in 1926 and 1927, and his article "Why Do We Sometimes Get Nonsense Correlations 
Between Time Series" was the first to make the distinction between the usual tests of statistical 
significance and serial correlation of residuals. Herman Wold and M. S. Bartlett conducted the 
first studies on so-called "mixed models," which combine AR and MA models, in 1938 and 1946, 
respectively. 

Nevertheless, rather than using AR and MA models for forecasting, the main emphasis of these 
publications was on investigating the statistical characteristics of these models. It was still widely 
believed at the time that structural models would provide more accurate projections. George E. P. 
Box and Gwilym Jenkins are usually credited with making the first significant effort to 
demonstrate how AR and MA models may be used for predicting. Instead of inventing novel 
statistical methods, Box and Jenkins' main contribution was to demonstrate how AR and MA 
models could be combined to create "an integrated and well-defined approach to time series 
forecasting via model building stimulating a good deal of practical application over a wide range 
of actual time series," according to Granger and Newbold. 

DISCUSSION 

Identification, estimate, and diagnostic testing make up the iterative three-step technique that Box 
and Jenkins established. Identification is covered; at this point, we can summaries by saying that 
it entails determining the AR and MA models' length of lag using the parsimony principle the 
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fewer terms the model has, the more likely it is to produce accurate forecasts, ceteris paribus and 
checking the residuals for serial correlation. Standard least squares approaches are used in 
estimation along with a number of trend removal techniques. The data should often be adjusted for 
seasonality. As multiple distinct models are likely to provide results that seem to be similar, 
diagnostic testing entails determining how well the equation predicts beyond the sample period 
and then accordingly changing the model. The idea of stationary, or the presumption that the series 
has no trends, served as the foundation for the statistical formulae and tests that were first created 
for AR and MA models. As most economic time series do in fact include patterns, it is necessary 
to start by removing such trends. To evaluate if the trend in any given series is significant, a number 
of tests have been established. Nevertheless, these tests often provide misleading findings and 
should be used with care [3]. 

When in doubt, remove it; while estimating these models, deleting the trend is often the best course 
of action. In order to create the conventional techniques for estimating ARMA models, the 
methodology used here first makes the assumption that the series do not exhibit any trend. The 
removal of the trend when it does exist and testing for stationarity are covered identification, 
estimate, and diagnostic checking the three phases of the Box-Jenkins procedure.  

Differencing is only suitable in the unit-root situation, and incorrect differencing might be 
damaging, even asymptotically, since then we will have an accurate approximation to the dynamics 
in the data (emphasis added) (emphasis added). Contrarily, Plosser and Schwert assert that working 
with differenced data is always preferable to working with data in levels15 and Maddala asserts 
that "it is preferable to use differencing and regressions in first differences, rather than regressions 
in levels with time as an additional explanatory variable."  

Several unit-root tests have been suggested more subsequently to address the issues with serial 
correlation in the residuals, 17 the most well-known of which is the Phillips-Perron (PP) test. The 
results are often comparable to those obtained with the ADF test, however. There are a number of 
places where these and other tests are compared. 18 Yet, these tests don't actually provide us with 
much information when it comes to actual business forecasting. The foundation of ARMA models 
is the idea of stationarity, and if that assumption is broken, the results are likely to provide 
predictions that are less accurate. Moreover, the results of these exams are often inaccurate or 
incorrect. 

Before responding, it should be noted that ADF findings and related tests are often not particularly 
reliable. There is often little difference between r = 1, which denotes a unit root and necessitates 
differencing, and (let's say) r = 0.95, which denotes a stationary process and does not need 
differencing. The various methods often provide contradictory results when determining whether 
a trend in a particular series is caused by a unit root with positive drift or a correlation with time. 
Rudebusch evaluated real GNP19 (as it was then) for a unit root and found that it did not only fail 
to reject the unit-root hypothesis but also a stationary hypothesis, according to a widely cited 
finding. The outcomes for many macroeconomic time series are typical. 

Even Maddala, who generally supports differencing, admits that one of the major drawbacks of 
this method is the loss of important long-term information in the data; in fact, it is this loss that 
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prompts Diebold to come to the conclusion that levels should typically be preferred for estimating 
equations. As a consequence, the answer to the question above largely relies on the kind of 
outcome the researcher is after. 

 The levels technique is often used if one is mainly concerned with identifying and forecasting the 
long-term trend for a particular variable, even at the risk of any misleading connection with 
temporal trends; previously it was thought that utilising ratios may at least partly solve this issue. 
Nevertheless, many ARIMA models are designed to capture short-term variations, either for 
forecasting reasons or as monitoring models to identify when inventory, shipments, output, or 
other aspects of a certain company or sector are deviating from expected levels. In these instances, 
the author has discovered that the preponderance of the data strongly supports the use of 
differencing if a trend may be present. Regardless of whether the ADF or PP tests reveal the 
existence of a unit root that is often accurate [4]. 

Significant trends may be seen in retail sales, the consumer price index, and the S&P 500 stock 
price index, but not in the initial differences of these series. Of course, there are instances when it 
is unclear if series like interest rates or inventory/sales ratios contain important patterns. The real 
rate of interest, theoretically speaking, is devoid of any long-term trend. The series may, however, 
have a strong correlation with a temporal trend over the previous 50 years, which may be an 
example of a random walk with a positive drift. Most textbooks state that the recommended 
technique is to take initial differences while eliminating the trend. Nonetheless, it is often 
preferable to use percentage changes, which are comparable to first logarithm differences. Think 
about the graphs of monthly changes for percentage changes and initial differences in stock prices. 

The results of the ADF and PP tests categorically disprove the hypothesis that the initial difference 
in stock prices has a unit root. Yet, the graph reveals that the fluctuations are significantly bigger 
towards the conclusion of the sample period, such that the premise of a constant variance is broken. 
Naturally, the test only applies to the residuals and not to the original series, but if we compute an 
ARMA(1,1) equation for d(sp500) and look at the residuals, which are shown in figure 7.4, almost 
the same pattern appears. As a result, the ADF and PP tests, which are based on the assumption 
that variance is constant, are unsuitable; the heteroscedasticity issue may be readily resolved in 
this case by using percentage changes. 

The time series for unadjusted and seasonally adjusted garment sales that were examined in the 
previous chapter are now being reviewed demonstrates that both series exhibit the same rising 
trend, despite the fact that the variation for the unadjusted data is substantially higher. Yet, the 
results of the unit-root tests are inconsistent. The critical values for rejecting a unit root for this 
series, as calculated by McKinnon and included in the EViews software, are -4.0 at the 1% level, 
-3.4 at the 5% level, and -3.1 at the 10% level. For the ADF test and the PP test, the values for the 
seasonally adjusted series are -1.9 and -2.2, respectively. The idea that there is no unit root is 
categorically rejected, as it should be given the strong trend in garment sales. 

More than ever, today's company managers rely on timely and reliable information when making 
choices. Not just in home markets but also on a global scale, business has become very 
competitive. Economic and business analysts are trusted to provide guidance business executives. 
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A forecast analyst's job is to provide several predictions to the decision-maker, including estimates 
for sales, cash flow, inventories, and costs. It can also include examining the consequences of 
tighter monetary policy on the corporate sector and the policy ramifications of tax increases. 

There is a higher dependence on company estimates due to two causes that have been significant. 
First, the systematic use and efficacy of forecasting approaches have significantly increased. As a 
result, managers now rely more on statisticians, operations analysts, and decision scientists to help 
them with their everyday tasks. Second, easier data collection and rapid data analysis for decision-
making are now feasible because too increased information accessibility (databases) and 
affordable, portable, and powerful computers. The skills and knowledge of people who create 
predictions as well as the comprehension of those who utilise them are necessary for the efficient 
use of forecasting technique. Forecasters must assist management in understanding the usefulness 
and constraints of the predictions as organizations get increasingly interested in adopting 
quantitative forecasts in their decision-making. Also, they must present their results to 
management in a straightforward way that is clear of technical jargon. In this chapter, we'll go 
through the crucial phases in explaining a forecast's conclusions to management as well as the 
problems forecasters should take into account when writing their reports [5]. 

 

Figure 1: Illustrate the Identification of Combined  
Hydrological Models and Numerical Weather Predictions. 

We discussed the role that forecasting may play in creating market strategies in Chapter 1 of this 
book. Managers are becoming more aware of how important forecasting and prediction are in 
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making business choices. Even though this position is crucial, some businesses are too tiny to 
establish a dedicated forecasting department. We advise managers at these enterprises to take some 
of the straightforward models covered in this article into account when creating projections for 
their own companies. These models' detailed step-by-step instructions make it feasible to create 
accurate predictions. We acknowledge that some familiarity with statistics and economics is 
necessary in order to use these forecasting models. 

On the other hand, major firms who see forecasting as a crucial component of their business 
operations may rely on forecasting experts to provide various projections for their company. In 
most cases, a department or group is chosen inside an organisation to handle these tasks and report 
the results to management. The process of informing management of projected outcomes is time-
consuming. For successful communication, it starts far earlier than when a projection is made and 
its outcomes are presented to management. These are important inquiries that will direct and aid 
the forecaster in determining management's needs for a forecast. The forecaster's job is to provide 
a forecast that aids in decision-making when management foresees a prospective requirement. 
Figure 1 illustrate the Identification of Combined Hydrological Models and Numerical Weather 
Predictions [6]. 

A successful projection requires managerial involvement at this early stage of the process. Most 
managers are involved in other tasks at the company, therefore they may not completely contribute 
to forecast development. Holding discussion sessions with small groups of managers is one way 
to spark interest in forecasting among managers. In these workshops, managers learn about the 
advantages and constraints of forecasting and are prompted to consider how forecasting could 
support their decision-making. A one-on-one meeting with managers to explore potential 
applications to their area of interest might come after these sessions. 

Forecasting experts must comprehend the issues and worries that management has. They must 
enquire specifically about the appropriate time range for their projections as well as the amount of 
detail or aggregation that is necessary. If the findings are broader than what the management 
anticipates, a sophisticated forecasting model and its forecasts may not be useful. The temporal 
horizon is equally important in management choices. If one were to produce a short-term vs a long-
term projection, it would depend on whether they used facts from the recent past or those from a 
distant past [7]. 

The forecaster must take this knowledge into account throughout the planning process if 
management, for instance, needs a forecast by the end of the next month. Mid-level managers lose 
interest in adopting forecasts when they take too long to develop and are not accessible when they 
are required, according to research. The forecasters must be highly skilled not just in forecasting 
methods but also in conveying to management the value and suitability of these approaches in 
various contexts. It is preferable to provide more than one prediction scenario when providing 
information to management. The model's assumptions should be made transparent so that 
management has the necessary data to make a decision. Bear in mind that emphasising the aspects 
that are essential in making a choice may be more helpful to the management than providing the 
manager with an abundance of information. 
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Management feedback is incorporated into a solid projection. It is vital to assess the forecast's 
efficiency when one has been produced and the findings have been compared to actual 
occurrences. This is closely related to what we discussed in Chapter 1. (See Figure 1.1). The 
forecasting expert must examine the trend in any potential forecasting errors. This has to be 
explained to management, and their opinion on how to make the prediction better should be sought 
for. While reformulating the forecasting model, management's opinions should be taken into 
consideration. A system that takes adjustments into account and offers a feedback mechanism is 
essential to a successful forecasting process. It is advisable for managers and forecasters to be 
aware of several typical errors that reduce the efficiency of the forecasting process and, as a result, 
the prediction itself. 

1. Inadequate or subpar data systems used by the company that do not increase the forecasting 
process' viability. This implies that the outcome won't change regardless of how accurate 
the forecasting model and technical team are. Good forecasting will start with a 
commitment to assembling and maintaining disaggregate datasets. Before any forecasting 
is done, this has to be told to management as soon as possible [8]. 

2. Middle management's lack of dedication to the forecasting process. The forecasting method 
is often approved by top management, but intermediate management does not recognise its 
worth or usefulness. In this circumstance, it is crucial that the forecaster explain to the 
middle management the value and efficacy of forecasting and how they may gain from it. 

3. The decision-maker can discover that the facts or the prognosis are not readily accessible 
when needed. In order to prevent this issue, management and the forecaster must have a 
mutual agreement of how quickly the data is required and if the assignment can be finished 
in the allotted period. 

4. On occasion, the study uses the incorrect forecasting model, and the forecasting personnel 
may not want to see it put into practise. They could make things worse for the forecasting 
unit and themselves if they are unwilling to share their results out of concern that they will 
be accused of technical ineptitude. To prevent issues of this sort, a framework between 
management and the forecasting team must be developed. 

5. Rather than functioning as a separate unit that only functions in response to sporadic 
requests from other corporate units, a forecasting unit must be incorporated into the current 
corporate structure in order to be successful. 

For example, the forecasting team is better able to provide a far more substantial response to the 
forecasting demands of the whole company when the forecasting unit is an important part of the 
budget and planning process. Forecasters may help management in its responsibilities as a 
controller and planner. 

The forecaster must acknowledge that interpersonal and political savvy are just as crucial to 
effectively communicate conclusions to management as technical know-how. Control over the 
forecast means, to a considerable degree, control over the budgeting concerns and resource 
allocation for those companies that take the task of forecasting seriously. Forecasters may get 
embroiled in sensitive power conflicts inside the company in this situation. It is crucial to build 
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interpersonal skills that safeguard the forecasting unit's objectivity and integrity inside the 
company. Listed below are some recommendations made by Bails and Peppers in 1993: 

a) Get to know those who consult the prediction. 
b) Discover the user's worries. 
c) Address issues when creating a forecast for a specific unit before they become 

overwhelming. 
d) You should stand up for your prognosis when faced with simply political criticism. 

The forecaster's job is to provide insight into a wide range of decision options in order to have an 
influence on management choices. Management must clearly define forecasters' roles and 
responsibilities inside the company in order for them to be successful. The forecaster must also 
use caution while creating and presenting the forecast to management. This entails the time-
consuming process of interrogating and nagging the user to determine what he or she really needs 
[9]. 

Successful company managers are aware of how crucial forecasting is to their choices. Within 
every business, forecasting has a wide range of applications. Predictions are created for planning 
and budgeting as well as for a variety of objectives, including those related to production, inventory 
management, marketing, advertising, sales estimates, and investment [10], [11]. 

CONCLUSION 

Combining forecasts is a powerful technique that can significantly improve the accuracy and 
reliability of predictions. By integrating the predictions from multiple models or experts, we can 
reduce the risk of relying on a single forecast and gain a more comprehensive understanding of the 
underlying data generating process.  

The choice of the combination method and the selection of individual models or experts are critical 
factors that affect the accuracy of the final forecast. As such, it is essential to carefully evaluate 
the performance of different combination methods and individual models or experts before making 
a final decision. When used appropriately, combining forecasts can enhance decision-making 
processes and lead to better outcomes in a variety of applications, including economic, weather, 
and financial forecasting. 
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ABSTRACT:  

Short-term sales forecasting models are essential tools for businesses to effectively plan and 
manage their operations. These models help organizations predict future sales based on historical 
data and market trends, allowing them to make informed decisions on inventory management, 
marketing strategies, and resource allocation. Building a short-term sales forecasting model 
requires selecting appropriate variables, such as past sales, seasonality, economic indicators, and 
marketing activities, and applying appropriate statistical techniques to analyze the data. Machine 
learning algorithms can also be used to improve the accuracy of the model by identifying patterns 
and trends that may be difficult to detect with traditional statistical methods. 
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INRODUCTION 

Businesses cannot afford to rely simply on the qualitative judgement of their management in 
today's competitive market, when business decisions are made at a much quicker pace and with a 
higher dependence on quantitative analysis. There are, however, drawbacks to relying only on the 
forecasting unit or department while business is booming. There is a need for improved forecasting 
processes and tools in order to make business choices, as shown by the recent collapse in the 
housing industry and the general weak economic performance in the U.S. Even though many 
people mistakenly believed that the market would steer the economy in the right direction in the 
latter part of the 1990s due to psychological factors like "feeling good" about the economy, 
Chairman Greenspan of the Federal Reserve Bank claimed that there is a "irrational exuberance" 
in the economy. Considering that demand for forecasting department services is income elastic, 
forecasting staffing levels are often reduced in response to a dramatic decline in sales, prices, and 
profits. Companies started to slash costs in the 1980s as a result of falling prices in the oil, real 
estate, and financial industries. They did this by eliminating their research departments and 
lessening the need for forecasting. Businesses must rely on quantitative research and accurate 
forecasts at times like these [1]. 

The necessity for strategic planning as managers guide their firms into the future is highlighted by 
recent economic downturns in the United States and several other developed countries. Such 
planning tactics may efficiently use forecasting technologies. Nobel Prize winner Gary Becker 
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(2001) notes that the September 11 attacks may have pushed the U.S. economy into a recession, 
which was already in decline. He notes that the sharp decline in stock prices during the first week 
after markets reopened is a reflection of pessimism and uncertainty about the future. Forecasters 
may significantly contribute to assisting business entities lessen the market uncertainty in this 
situation. 

Any instability brought on by a crisis of major proportions on a national or worldwide scale would 
also have substantial ramifications for the forecasting function in company plans. Throughout the 
second half of the 1990s, the globalisation of trade, which allowed for a more free movement of 
people, money, and products, increased yearly U.S. growth by three-quarters of a percentage point 
(Engardio et al., 2001). This growth rate may not continue in the foreseeable future as globalisation 
could halt and become more expensive. Businesses would likely have to spend more on security 
and insurance for employees who work abroad. Providing Management with Predictions 313 
property. More border checks can cause cargo movements to be slowed down, requiring businesses 
to stock up on additional merchandise. Tighter immigration regulations may have a substantial 
impact on the influx of skilled and blue-collar workers that has enabled businesses to grow while 
controlling salaries. In the meanwhile, a growing preoccupation with political risk has forced 
businesses to drastically reduce the scope of their new investments. Given the changing 
circumstances, forecasters may be of tremendous assistance in offering insightful projections [2]. 

Forecasters must assist management in understanding the value and constraints of their predictions 
as company managers grow increasingly interested in adopting quantitative forecasts in their 
decision-making. Also, they must present their results to management in a straightforward way 
that is clear of technical jargon. The process of informing management of the findings is time-
consuming and starts far before a prediction is created. It is advised that management be included 
in the forecasting process to make it more controllable. This will provide the forecaster a clear 
grasp of management's requirements and how to address them. Alternative scenarios and the 
underlying assumptions should be communicated to management along with the findings. It is 
important to emphasise the error's meaning and its causes. Ultimately, the model should contain 
management input, and fresh findings should be compared to real occurrences. Due to upcoming 
national and international events as well as economic uncertainty, forecasting will be necessary. 
The accessibility of datasets and more complex quantitative studies improves forecasting methods. 
The breakdown of economic time series into their trend, cyclical, seasonal, and irregular 
components was discussed in the preceding chapter. Techniques for extracting the trend, long-term 
cyclical swings, and seasonal patterns were described, but the irregular component received very 
little attention. That's because it's supposed to be random in the traditional linear model [3]. 

DISCUSSION 

The likelihood of such assumption being true has previously been shown. The strategies discussed 
in this chapter may be utilised to increase forecasting precision using data from the irregular 
component. The two main approaches are moving-average models, where predictions are modified 
by residual values from the past, and autoregressive models, which are crucial if the residuals are 
serially connected. As contrast to the notion in the previous chapter, where a moving average was 
some weighted combination of the current and lagged values of the variable itself, a moving-
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average model here refers to a regression in which the dependent variable is a function of prior 
residuals. 

If the series has no discernible trend, the models are referred to as ARMA models. Integrated 
denotes the removal of the trend. These models, of course, lack any economic factors and are non-
structural. The temporal trend has been eliminated in all instances where it is relevant, leaving just 
lagged values of the dependent variable and prior residuals as independent variables. Identification 
is the process of selecting the best (p, d, q) structure in an ARIMA model. 20 Because theory does 
not specify the ideal duration of lag or level of differencing, considerable guessing is involved in 
this procedure. The majority of the time, d is either 0 or 1, hence the following identification-
related remarks are limited to figuring out what p or q should be set at [4]. 

There is often a compromise. If more words are included, the adjusted R2 will grow, but there is a 
greater chance that curvefitting may result in decreased prediction accuracy. In essence, a metric 
is required to balance the improvement in corrected R2 against the erroneous increase in 
correlation that results from the inclusion of more words. To account for the additional phrases, 
some kind of "penalty" term is required. The next three steps are given by Hannan and Rissanen 
(HR) establish the longest possible latency that an AR model may have first. Second, find the 
longest possible lag in an AR model using the Akaike Information Criterion (AIC), which has a 
"penalty" term. Finally, find the maximum delays for a mixed ARMA model using the Schwarz 
criteria (SC), which imposes a heavier penalty for extra coefficients. Here we discuss AIC and SC. 

Identify the longest possible latency. The original HR technique advised applying a stationary 
series to a pure autoregressive equation until the corrected R 2 was maximised. Nevertheless, the 
author has shown that a correlogram analysis is a more effective method for determining the 
maximum length of lag—the point at which the partial autocorrelation coefficients (PAC) cease to 
be significant. The standard practise is to regard that lengthy lag as being caused by one-time 
external variables and dismiss that result in a situation where, for example, delays 1 through 4 
were significant, 5 through 9 were not, but lag 10 was significant again [5]. 

The lone exception is when monthly data exhibit a strong PAC at lag 12, of the ARIMA model's 
guide to seasonal adjustment techniques. The lag estimated from the correlogram (or regression 
equation) will often be too lengthy. The word "penalty" is used in this context. The fundamental 
concept is to balance the lowering standard error as the number of AR terms grows with some 
penalty for adding terms to a pure autoregressive model. Figure 1 illustrate the Factors that affect 
the Impact Sale Forecasting. 

The common test is called AIC,22 and it is a part of EViews and the majority of other regression 
software products. The highest degree of autocorrelation, k, is selected to minimise where Sei2 is 
the sum of the squared residuals, n is the number of observations, and k is the maximum degree. 
This estimate, according to Shibata23, is inconsistent and overstates the model's optimum degree. 
The AIC criteria often overestimates the ideal degree by a factor of 2 or 3, thus this discrepancy is 
not insignificant. We advise examining the correlogram rather than a pure autoregressive equation 
because of this. The goal of the research at this point is to discover the greatest plausible lag, not 
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the ideal lag, thus this issue is not very significant. So, overstating that latency will need a few 
more calculations but shouldn't have an impact on the final model selection. 

 

Figure 1: Illustrate the Factors that affect the Impact Sale Forecasting. 

These procedures, like all of the formulae in this section, should be used with caution since they 
are recommendations rather than strict rules. In this instance, a potential weakness of SC is that it 
often produces inconsistent results depending on the length of the time series. Consider comparing 
a short and long time series; the small one, for example, has 60 monthly observations, while the 
long one, for example, has 600 monthly data, to understand how this may happen. When n = 60, 
the term (log n)/n is 0.068, whereas for n = 600, it is just 0.011 [6].  

The Schwarz criteria will thus increase by 0.068 for the short series but only by 0.011 for the long 
series with the addition of a second lag term. While it is often close to the same, the change in s2 
caused by adding another lag term might vary for short and long series. As a result, for longer 
series as opposed to shorter ones, the Schwarz criteria would tend to suggest a longer lag 
distribution. Because of this, it's not recommended to employ the Schwarz criteria entirely. In 
general, it is advisable to choose two or three distinct ARMA models, test each one's forecasting 
precision beyond the sample period, and then decide which model(s) to use more fully. 

The monthly inflation data series, which was previously examined may be used to demonstrate 
these ideas. To recap, ocular examination shows a maximum AR latency of 5. Unfortunately, the 
AIC criteria suggests a 15-lag ideal value when we solve a pure autoregressive equation, which is 
much too lengthy. This anomaly was not caused only by the use of the monthly inflation data set. 
The reader can see that the highest lag for the first difference in apparel sales, which was previously 
covered in section 7.2, is 4, but the ideal latency, according to the AIC criteria. Now, using the 
Schwarz criteria, we estimate an ARMA model with a maximum latency of 5, discarding each 
term one at a time. First, observe that, for the long series, the SC value for the model is lowest, but 
for the short series, the SC value for the model is lowest. This supports what was said before. 
Second, there is a reversal of the monotonic trend that the SC values for the long series exhibit. 
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This clearly implies that is likely the longest model that should be taken into consideration, 
especially in light of the short series findings. Third, it appears that the shortest model should be 
taken into consideration because the gradient for the short series starts to decline after [7]. 

By this time, it should be clear that while AIC and SC may help with identification, they cannot 
offer firm conclusions. However, a brief diversion is taken to examine the estimation procedure, 
including seasonal adjustment, and description of the terms contained in Views, before turning to 
some helpful rules for assessing forecasting accuracy. So far we have ignored the issue of whether 
the data used in the ARMA process are seasonally adjusted or not, implicitly assuming they have 
already been adjusted by X-11 or similar processes. In the examples given above, seasonally 
adjusted data are used for inflation, and interest rates do not contain any significant seasonal 
factors. However, in many cases, it is useful to identify and measure the seasonal factors 
themselves; also, forecasting accuracy may be improved using data before seasonal adjustment in 
cases where the seasonal factors are not random but are related to the economic environment – 
such as retail sales and housing starts. 

The discussion here centers on the use of monthly data; the same general analysis would apply for 
quarterly data, with the critical lag being four periods instead of 12. It is assumed throughout this 
discussion that the seasonal factors are multiplicative, as opposed to additive. Additive seasonal 
factors would be used only in the case where some of the observations were zero or negative; e.g., 
when the series is already a first difference or percentage change. We first consider the AR and 
MA processes separately. Suppose a seasonally unadjusted series has significant PACF for 1 and 
2, then a long string of insignificant coefficients, then a significant coefficient again for a lag [8]. 

To understand the practical significance of these terms, assume for the moment that a1 is fairly 
close to unity and a2 is fairly small in the AR equation, so can be reasonably approximated as Dyt 
= h1Dyt-12.  The pure MA case is somewhat more difficult to interpret intuitively, because there 
are no guidelines for the usual sizes of b1, b2, and h2. A fairly typical case for a series that is 
actually composed primarily of random elements would have ab1 and b2 fairly close to 0 and h2 
fairly close to unity. The economic interpretation is that the value of y in the current period is 
highly correlated with the error term a year ago. However, if the series has not been seasonally 
adjusted, that error term would probably reflect the seasonal factor, and hence could also be 
measured by SAR. 

This strongly suggests that, in a seasonal ARMA model, the SMA (12) term should not be included 
without at least trying the SAR (12) term as well; otherwise, the SMA(12) term itself serves as a 
suboptimal proxy variable for the seasonal factor. However, when both of these terms are tried 
together in the same equation, the results often look quite unusual [9]. 

These results are further evidence of a spurious negative correlation between SAR and SMA. On 
the one hand, the equation says the change in stock prices is positively correlated with the change 
a year ago, while the SMA term says the change in stock prices is negatively correlated with the 
error term a year ago. Essentially these two factors cancel each other, but simply glancing at the 
regression one might get the opinion they are both highly significant contributors to forecasts of 
the stock market. 
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To a certain extent this example is somewhat of a “ringer” because stock prices have no seasonal 
factor. It is included as a lesson to the unwary of what happens for those who blunder into an 
equation with no idea of the underlying structure. To avoid such nonsensical results, the following 
procedure is recommended. First, don’t use either SAR or SMA terms unless the underlying series 
has a strong seasonal component. Usually this is apparent by eye, but if not, calculate a regression 
with seasonal dummy variables. If the seasonal pattern is strong, test for the significance of SAR. 
If that term is significant, add SMA, which is usually important if the values of the seasonal factors 
are changing. However, this procedure is best attempted one step at a time rather than adding all 
the variables at once and finding they are all significant. 

The use of SAR and SMA terms often introduces spurious correlations. On the other hand, where 
seasonal patterns are strong, they cannot be ignored. Using seasonally adjusted data solves some 
but not all of the problems, because changing seasonal patterns are based on recent trends, which 
means that the forecaster must predict the seasonal factors as well as the underlying data. One 
alternative to these problems is to take first differences, or percentage changes, for the data over 
the past 12 months; i.e., the value of ay in any given month this year minus the value of ay in the 
same month last year. If the underlying variable has a significant trend, percentage changes are 
usually better, in which case the dependent variable would have the form (yt - ayt-12)/yt-12. If this 
formulation is used, the seasonal factors do not have to be estimated independently. Also, any shift 
that does occur can be estimated in the regression using either economic variables, truncated time 
trends, or dummy variables. In summary to this point, the following options can be chosen to 
minimize forecasting error using an ARIMA model with data that are not seasonally adjusted [10]. 

1. 1 Seasonally adjust the data using the X-11 programmed or a similar method. Assuming 
the variable has a significant trend, calculate first differences or percentage changes with 
the seasonally adjusted data, and then calculate the ARMA model. 

2. 2 Do not seasonally adjust the data; take first differences or percentage changes, and then 
calculate the ARMA model with the original data using SAR(12) and possibly SMA(12) 
(12) 

3. 3 Use seasonal differencing take first differences or percentage changes over the past year 
instead of the past month, and then calculate an ARMA model using those differences as 
the dependent variable. 

To illustrate some results, reconsider three examples that have been used previously. The series 
for apparel sales has a strong trend and a strong seasonal pattern. The series for housing starts has 
no trend and a strong seasonal pattern. The monthly rate of inflation, this time as measured by the 
PPI for industrial commodities, has no trend and a weaker seasonal pattern; it is more influenced 
by random elements. For each series the following regressions are calculated: a(a) seasonally 
adjusted data, ARMA a(b) unadjusted data, ARMA, SAR(12) a(c) unadjusted data. 

All these results are based on equations estimated from 1959.1 through a1997.12, with the period 
from 1998.1 through 1999.12 used for forecasting. In each case, the ARMA model includes the 
optimal lag structure based on the at-ratios of the individual terms, the overall adjusted aR a2, and 
the Schwarz criteria, although in general those did not have much influence on the optimal choice. 



 154 Principles Business Forecasting 

The results no consistent pattern, which may seem discouraging to the researcher. However, they 
do illustrate there is no one method that works best all the time. There are no cut and dried rules 
for choosing the ARMA model that will minimize forecast error. Also, of course, testing 
forecasting accuracy over a two-year period is hardly a comprehensive sample. 

Nonetheless, the results are illustrative. In particular, note that the seasonally adjusted data are best 
for apparel sales and worst for housing starts, for which seasonal differencing gives the best results. 
The results for the monthly inflation rate for industrial commodities are about the same for 
seasonally adjusted data and seasonally differenced data when SAR(12) and SMA(12) are used. 
The big changes in the PPI are due primarily to the oil shocks, component, so the method of 
adjustment does not matter very much. 

The main conclusion to be drawn from these experiments is that the optimal type of seasonal 
adjustment method depends critically on the nature of the seasonal factors. If they are always the 
same each year, the method does not matter at all. However, that is rarely the case for economic 
time series. The following rule of thumb can be used. If the seasonal process is predictable – e.g., 
the day on which Easter falls is obviously known in advance – the X-11 programmed will work 
better. If the fluctuations are due to random events, such as weather, oil arises, strikes, or other 
unforecastable interruptions, X-11 is likely to introduce spurious changes that will not reoccur. As 
a result, it is probably better to use seasonally differenced data in those cases [11]. 

CONCLUSION 

Building and presenting short-term sales forecasting models is an important process for businesses 
to effectively plan and manage their operations. By analyzing historical data and market trends, 
businesses can predict future sales and make informed decisions on inventory management, 
marketing strategies, and resource allocation. The selection of appropriate variables and statistical 
techniques, as well as the application of machine learning algorithms, can improve the accuracy 
of the forecasting model. Presenting the results in a clear and concise manner, including 
highlighting the key drivers of sales and the assumptions underlying the forecast, is equally 
important. 
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ABSTRACT: 

Long-term forecasting is an essential aspect of many fields, including economics, finance, climate 
science, and social sciences. Methods of long-term forecasting involve the use of statistical and 
mathematical models to predict future trends and patterns over an extended period. The choice of 
long-term forecasting method depends on the nature of the problem being forecasted and the 
available data and resources. The use of multiple methods and a combination of qualitative and 
quantitative approaches can help improve the accuracy of long-term forecasts and enable decision-
makers to plan for the future with greater confidence. 
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INTRODUCTION 

In using the common nonlinear algorithms, the answer that is obtained may differ depending on 
the starting point that is chosen. To understand this, think of a hilly terrain, with several peaks and 
valleys. One peak is the highest, so if were doing aerial scanning, there would be no difficulty in 
identifying that peak. However, suppose you are in one of the valleys all directions are up. It may 
be that the slope up to peak A is steeper than the slope to peak B but peak B is higher. Because of 
the steeper slope, you start up A. When you get to the top, you are unable to see from your vantage 
point that B is higher than A, so you think you have climbed the right hill when it was the wrong 
one. Alternatively, the valley may be so flat for a while that you have no idea which way to turn, 
so you remain stuck in the valley indefinitely. 

Mathematically, then, any nonlinear algorithm could produce an incorrect answer for two reasons. 
First, it could reach a local rather than a global maximum. Second, it could fail to converge at all. 
Are these common enough to be of concern, or are they merely statistical lacunae of no practical 
significance? As it turns out, they happen quite often estimating ARMA models, it is not unusual 
for Views or other programs at print out a message that convergence was not achieved after 100 
iterations [1]. 

Also, you will sometimes receive a message that the equation “failed to improve” after a certain 
number of iterations. In other cases, the results are obviously nonsensical; in that case, it is usually 
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a good idea to simplify the model somewhat by dropping a term and see whether the problem 
persists. If it does, the almost likely answer is that the algorithm is starting from the wrong spot, 
in which case the researcher should specify estimated values to help get the estimation procedure 
pointing in the right direction. Of course, the values of the coefficients are not known in advance; 
if they awere, it would not be necessary to estimate the equation in the first place. However, when 
working with ARMA models that have been properly integrated, we are always dealing with 
stationary processes. 

That means Saj < 1 and aSbj < 1. Thus reasonable starting points might be 0.5; other possibilities 
are a0.75 and 0.25. This will usually give you a better chance of reaching the right value, but if 
not, the remaining possibility is to simplify the model until convergence is achieved. EViews 
printouts for ARMA models contain two additional terms: back casts, and AR and MA roots. Back 
casting simply means the programmed fills in the residuals, so the sample period is not truncated 
by the number of period’s equal at the longest lag. In practice that makes very little difference. The 
bottom part of the EViews printout for ARMA models contains information about the values of 
the inverted AR roots and inverted MA roots. They may be either real or imaginary; that doesn’t 
matter. The key danger point occurs if the value of either of these roots is greater than unity, in 
which case the AR or MA process is explosive. If you have already taken first differences or 
percentage changes, that is unlikely to happen. If you are working with levels and alone or more 
of the roots is greater than unity, then the trend should be removed [2]. 

We now turn to testing different types of models. At this point it is assumed the trend has been 
removed, and either the data have been seasonally adjusted, aor seasonal factors have been 
incorporated in the estimation procedures (by using SAR(4) for quarterly data and SAR(12) for 
monthly data). It is usually more difficult to choose the optimal length of the AR and MA a 
processes, denoted as ap and q. In general, the overall goodness-of-fit statistics will look about the 
same for a large variety of different lag structures; however, the forecast accuracy of these 
equations may vary significantly. In general, the amore parameters that are estimated, the more 
likely that the equation simply represents an exercise in curve fitting that will not generate accurate 
predictions. The rule of parsimony is used here: use fewer rather than more parameters. However, 
this rule by itself explains very little. Does that mean ARMA(1,1) models are preferable to 
ARMA(2,2) models? Clearly more information is needed to make an informed choice. The 
parameters of ARMA processes, like other statistical models, are based on the assumption of a 
constant variance. If that is not the case, the equation may not generate accurate forecasts although 
the parameter estimates appear to be quite robust. When there appears to be any trend, it is usually 
better to remove the trend before proceeding further. If the trend is weak, the forecasts will be 
about the same whether the trend is removed or not, and no harm will be done by removing it [3]. 

DISCUSSION 

Start by estimating ARMA models of low order, such as (1,1). Then expand the model as long as 
the terms remain significant. Occasionally the terms in a (2,2) or (3,3) model will not be significant, 
but the coefficients will then become significant again as the model is expanded further. That 
simply represents very high correlations among the terms and does not improve the model. That 
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is often a warning sign that curve fitting is invading the equation. In general, the concept of 
parsimony should be observed. 

Theoretically, the residuals should be randomly distributed (determined by looking at the 
correlogram). However, in practise that will not happen very often, and generally cannot be used 
as a criterion for determining the order of the ARMA model. Except for seasonal factors, the 
maximum structure will occur at the first PACF that becomes insignificant, but that sets the 
maximum rather than the optimal length of lag. 

In order to indicate the practical difficulties associated with ARMA models, we look at several 
alternative equations for the Federal funds rate; the data series begins in 1955. First, we estimate 
a simple ARMA(1,1) model. Although the R 2 is high, that means nothing in this sort of model; 
the test comes when we examine the correlogram to see whether the residuals are randomly 
distributed [4]. 

This is not a very encouraging start, since one would hope to find that the significance of the 
residuals decreases as the length of lag increases. Also, there are no seasonal factors in the Federal 
funds rate, so significant coefficients a year ago are puzzling. Expanding the equation to 
ARMA(2,2) and then (3,3) does not help matters at all; the same PACF are still significant. 

In that case, those PACF are no longer significant but we now find that PACF for lags 11 through 
14 are all significant. If even more terms are added, the equation no longer converges, and it 
becomes clear this expansion process cannot continue indefinitely. What is causing the problem? 
In this case – and in many similar examples it is best to go back and look at the economics the 
residuals from a simple AR(1) model; it is clear that something very unusual happened in early 
1980. More specifically, the standard error of the equation is 0.58, but the error for May 1980 is 
6.44 more than 10 times the standard error. Clearly that observation is drawn from a different 
population. That error is so large that it affects the estimated parameters for the entire sample 
period would not have been predicted by any econometric model either, so it does not necessarily 
follow this is a failure of ARMA modeling. However, it illustrates what can happen when there 
are severe outliers and serves as yet another reminder that it is always a useful idea to plot the data 
before calculating any regressions. 

By 1983, monetary policy had returned to normal, so an ARMA model is estimated starting in that 
year. Once again the process starts with a (1,1) model; the correlogram shows a very high PACF 
with lag 2, which strongly suggests trying a (2,2) model. For that model, the residuals are randomly 
distributed, but neither the MA(1) nor MA(2) terms are significant, raising the question of whether 
they are needed. First MA(2) is eliminated, and then MA(1); the resulting ARMA(2,0) model still 
has random residuals, so that is the one that is chosen. The economic interpretation of this equation 
says the Federal funds rate is highly influenced by its values one and two months ago, but is not 
as subject to exogenous shocks. This study analyses both seasonally adjusted and unadjusted data, 
since in some cases the seasonal factors themselves may be of interest. The procedure is as follows. 
First, several different methods for removing the trend are examined. Figure 1 illustrate the method 
of demand forecasting. 
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Figure 1: Illustrate the method of demand forecasting. 

Second, an ARMA model is estimated with seasonally adjusted data, choosing the optimum p and 
q. Third, the model is estimated with seasonally unadjusted data, including AR(12) and MA(12) 
terms. In all cases, the sample period is truncated at the end of 1997, and the forecasting accuracy 
is assessed for the 1998–2000 period. The series used is in constant dollars; i.e., the dollar figures 
are deflated by the PPI for machine tools. The series for the volume of machine tool orders is 
shown in figure 7.9; the series has a significant trend, although it only explains about 5% of the 
variance. Both the ADF and PP tests indicate a unit root for this series, so the trend is removed[5]. 

While this series has a significant trend, the first differences are not materially larger at the end of 
the sample period, so they are used instead of percentage changes. The initial step, after plotting 
the data, is to estimate an ARMA(1,1) equation. The correlogram shows significant PACF at lag 
6 and again at lag 12 even though the data are seasonally adjusted. The next step is to try an 
ARMA(2,2) equation; the additional terms are highly significant, but the same PACF correlations 
remain. When an ARMA(3,3) equation is tried, ridiculous t-ratios start showing up for some of the 
terms, and the equation almost does not converge. Another 258 UNIVARIATE TIME-SERIES 
MODELING/FORECASTING possibility is to try ARMA(2,2) plus AR(6), MA(6), AR(12), and 
MA(12), since that is where the significant correlations occurred. All these terms were significant 
but the correlogram revealed that the residuals remained serially correlated. 

None of the ARMA models gives very useful predictions. There was a big increase in machine 
tool orders in January 1998, which this sort of model is not designed to capture. Note that when 
longer lags are added, the forecast error increases. This suggests that the correlations with longer 
lags are spurious or due to outliers rather than an integral part of the process. The seasonally 
unadjusted data series is considered next. In this case the ARMA(1,1) model with AR(12) and 
SA(12) gives results that are just about the same as when further terms are included; so using the 
principle of parsimony, the simpler form of the model is used. It can be seen that ARMA(1,1), 
(2,2), and (3,3) all give almost identical results when AR(12) and MA(12) terms are included [6]. 



 160 Principles Business Forecasting 

However, just as was the case for the seasonally adjusted data, the correlogram shows that the 
residuals are serially correlated no matter how many lags are added (within reason). At least in this 
case, it is apparently no easier to obtain random residuals in time-series models than it was in 
structural econometric models. 

Since there is no trend to be removed and both the ADF and PP tests verify this finding it is possible 
to proceed directly to estimating ARMA models. First, the ARMA (1,1) model is tried; the 
correlogram shows significant PACF for several lags. The ARMA (2,2) model is tried, but there 
is no improvement; similarly for the ARMA(3,3) model. Even an attempt to estimate an ARMA 
(6,6) model, which violates the principle of parsimony and generally gives inferior forecasts, still 
results in serially correlated residuals, so no useful purpose would be served by adding all those 
additional terms to the model. 

None of them works very well; the big increase in the I/S ratio in 1998 and the decline in 1999 and 
2000 are not tracked by any of the ARMA models. In this graph, the actual data for 1997 are shown 
in comparison with the actual and forecast values from 1998 through 2000. The previous two case 
studies have contained examples where the trend explains only a very small proportion of the 
sample period variance. We now turn to a case where a simple trend explains over 99% of that 
variance, and determine whether ARMA models can improve forecasting accuracy in this case. It 
is not initially clear whether trend removal using levels or logarithms will produce better results, 
so both methods are tried. 

However, in this case the forecast results are instructive. While the ARMA models are all about 
the same, the forecasts using the detrended series for the logs are substantially better than those 
using the levels. That is not just a random result; the rate of growth in employment has been fairly 
steady over the sample period, and since the series has a strong time trend, that implies the actual 
changes in recent years will be greater than the sample period average, whereas that is not the case 
for the logarithmic approach. In this example, then, a clear difference emerges [7]. 

The superiority of the logarithmic equation still leaves the question unanswered of whether a 
simple equation log(employment) = a + b (time trend) would give essentially the same results; 
these results can also be compared with a naive model which says the percentage increase is equal 
to the average increase over the entire sample period 1947.01 to 1997.12. An equation in which 
log(employment) is a function of a time trend and an AR(1) adjustment provides forecasts that are 
very similar to the ARIMA(2,1,2) model; the AR(1) term provides virtually all the forecasting 
information, even though the other terms are also significant. That is often the case for government 
data with strong time trends where the data collection process often causes some artificial 
smoothness. The naive model falls below the actual level in 1998 and 1999 but, when slower 
growth ensues, is almost exactly equal to the level of employment by the end of 2000. Hence the 
naive model does just as well as ARIMA or trend models. 

Both structural econometric predictions and non-structural time-series processes were covered in 
detail in the preceding seven chapters. These instances showcased both achievements and failures 
to highlight the fact that projections are never completely accurate. Economists discovered more 
than 30 years ago that forecasting mistakes might frequently be decreased by integrating several 
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forecasting techniques; since then, many research have been conducted to support this claim. Yet, 
not everyone agrees with this viewpoint. Why not use the prediction that seems to be the best if 
there are many forecasts? Or, to put it another way, should projections based on painstakingly 
constructed and calculated models be altered by the observations of some wanderer off the streets? 

Forecast inaccuracy is not usually decreased by combining predictions. When forecasts are based 
on econometric models that each have access to the same information set, as noted by Clements 
and Hendry, "combining the resulting forecasts will rarely be a good idea... when models do not 
draw from a common information pool, and are essentially of a different nature or type, or when 
models are differentially susceptible to structural breaks, then the case for combination is more 
persuasive [8].  

The benefits of combining projections continue to be a contested topic, as is the case with the 
majority of forecasting-related topics. The combination of projections "may be superior than each 
of the elements," Clements and Hendry add. Such combination, however, goes against the idea of 
a progressive research plan. The latter would imply that when a model is determined to be deficient 
in certain aspects, it is preferable to improve the model. The objective is to create a model that 
"forecast the process better than its competitors." 

It was shown many years ago that combining forecasts with weights inversely proportionate to the 
errors can minimise forecast error provided the predictions from two or more separate sources are 
unbiased, if the error variance stays constant, and if the underlying function has not changed. 

 The benefits of combining predictions have been the subject of a large body of literature, most of 
which Clemen has evaluated. Yet, in reality, these circumstances are seldom realised, despite the 
fact that combining projections would minimise forecast error. Standard regression analysis alone 
might be utilised to get the best projections if the underlying function and error variances didn't 
really change over time. Yet, when these prerequisites are not satisfied, the majority of the issues 
with practical business forecasting occur. 

The following forecast combining techniques are discussed in this chapter: 

a) Techniques that are not structural, such as ARIMA, Box-Jenkins, and Holt-Winters 
b) The use of both structural and non-structural methodologies; the importance of judgement 

as shown by mood indices and consensus predictions; and 
c) Modifying slope and constant terms in structural equations  
d) Combining the aforementioned techniques. 

The outcomes for these categories may be distilled into the next list. Secondly, integrating non-
structural approaches does sometimes decrease prediction error, albeit not as often as may be 
anticipated based on conventional statistical metrics. Second, there is conflicting information about 
the effectiveness of combining structural equations with the ARIMA process; the solution will rely 
on the underlying characteristics of the specific time series and the degree of serial correlation. 
Finally, even if the projections from the consensus or mood index alone are no better than those 
from a naïve model, the involvement of judgement may often increase forecast accuracy. Fourth, 
a structural equation's constant and slope terms may always be adjusted wisely to increase 
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prediction accuracy. Finally, some of these techniques are often used for modifying the initial 
structural equations in optimum predictions. 

Nonetheless, it is helpful to quickly explain some of the ideas behind the combination of 
forecasting methodologies before moving on to these particular situations. To begin, think about 
two predictions and a regression equation where the actual values are estimated as a function of 
the predicted values produced by models (a) and (b) (b). If the first prediction's estimated 
regression coefficient is 1 and the second forecast's estimate is 0, then the first forecast has all the 
necessary information and combining forecasts adds no value. In this scenario, model (a) is said 
to forecast-encompass model (b), and merging predictions will not increase forecast accuracy. This 
test can only be used to evaluate a new model if it has a history of accurate predictions, which is 
obviously a need. Otherwise, it is a straightforward test to do [9]. 

The variance-covariance forecast combining approach was invented in this field and may be traced 
back to the foundational publication by Bates and Granger4. Nevertheless, Diebold5 subsequently 
demonstrated that this was a unique instance of the regression-based prediction combining 
technique, so our remarks are limited to that approach. Where ya and yb are predictions from 
models (a) and 6 yt+k = b0 + b1 yat+k + b2 ybt+k + et (b). As previously said, provided sufficient 
historical prediction data is available and the prerequisites outlined at the beginning of this section 
- impartial, constant variables, and an unchanging data production function - are met, that 
computation is fairly straightforward. They are not, for the most part. Hence Diebold suggests four 
different forms of changes to accommodate for changing circumstances. They fall into the 
following categories: I time-varying combination weights; (ii) serial correlation corrections; (iii) 
shrinkage of combining weights towards equality; and (iv) nonlinear regressions. 

In situations when one forecasting technique gains prominence over time, such as when monetary 
policy changes become more relevant as a result of increased transparency, the first scenario may 
be applicable. In order to account for the most current residuals from the structural equation, this 
strategy fundamentally consists of combining structural or judgmental predictions. This chapter 
will demonstrate how often this strategy minimises forecast inaccuracy. The residuals are 
estimated statistically using the same equation, but they do so using an AR (1) technique. This 
approach may also be expanded to include an ARMA ( p,q) process, although this is less likely to 
increase prediction accuracy. 

The b coefficients change with time in the third instance, which has certain characteristics with the 
first scenario. Yet in this scenario, the user believes that the likelihood of weights approaching 1 
/2 increases with the length of the time horizon. Model (a) may thus be given a significantly higher 
weight in the short term, but as the prediction horizon lengthens, model (aaccuracy )'s declines in 
comparison (b). This approach isn't often used in real life. The fourth scenario is when one 
approach seems to provide the most accurate projections during times of average growth but 
another way becomes more valuable at times of abnormally substantial shifts. Consequently, this 
alternate approach would provide a stronger warning signal without always forecasting "doom and 
gloom," for instance, when the chance of business cycle recessions, energy shocks, or stock market 
collapses is greater [10]. 
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In general, the forecaster's estimation of the relative accuracy of these two methodologies 
determines a substantial portion of whether or not to combine predictions. The logical conclusion 
could be to choose the model that has historically produced the lesser error, but the explanation 
above shows why it might not be the best course of action. First, over time, the weights could 
change. Second, considering serial correlation of the residuals may often minimise prediction 
error. Finally, the relative benefit of one strategy may wane as the time horizon becomes longer. 
Fourth, one approach may be more effective at predicting trends than another is at predicting 
turning moments. Nevertheless, before moving on to some real-world instances of combining 
predictions, it is important to highlight the main causes of mistake in order to underline that when 
a previously unanticipated circumstance occurs, combining forecasting techniques may not even 
enhance accuracy. Sometimes the residuals throughout the sample period aren't even regularly 
distributed. Nevertheless, it is possible to lessen that issue by adjusting structural equations for 
autocorrelation and heteroscedasticity and using ARIMA techniques for time-series analysis. Yet, 
prediction mistakes are almost always greater than sample period data would suggest. Together 
with the random variance brought on by the sampling process, the primary causes of inaccuracy 
may be summed up as follows. 

1. 1 The equation is incorrectly defined since some of the variables are either missing or 
entered incorrectly (e.g., the underlying relationship is really nonlinear). 

2. 2 Inaccurate values for external variables are assumed over the forecast period, or 
endogenous variable forecasts are made. 

3. 3 Data series are updated, resulting in estimations of equations based on data that 
subsequently prove to be erroneous. However, based on updated data, what first seemed to 
be a good projection now has a considerably higher inaccuracy. 

4. 4 As is usually the case with AR processes, error accumulation occurs in multi-period 
predictions when the lagged dependent variable is present on the right side of the equation. 
This finding suggests that multi-period forecasting should not be conducted using 
equations having AR terms. In many instances, it is preferable to account for 
autocorrelation by changing the constant term. 

5. The equation's structure has changed, either during the sample period or after it ended. 
Hence, none of the conventional statistical tests are relevant, and the prognosis is always 
enhanced by subjective considerations. 

Forecast error will typically be greatly reduced by a mix of structural equations, time-series 
methods, and wise judgement. Combining predictions will be investigated with the potential that 
reason, in particular, often explains the majority of forecasting mistake. We stress in advance that 
depending on the properties of the underlying data series, various combinations will result in the 
best projections. When examining the topic of optimal forecasts, it is customary to use the relative 
mean square error (RMSE) as a metric of forecast accuracy. Although the absolute average forecast 
error (AAFE) is occasionally used, RMSE is typically preferred because, if the residuals are 
normally distributed, RMSE is the best indicator of forecast accuracy. Even if the assumption of 
normality is incorrect, it is very rare, if ever, that a different distribution is known with sufficient 
precision to replace a different measure. Data revisions that take place decades after the fact can 
sometimes obscure the question of how accurate a forecast was at the time it was made in the case 
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of macroeconomic forecasts, which have been the most thoroughly documented and are significant 
because they serve as the starting point for many industry and company forecasts. There are several 
examples that may be used to demonstrate this idea. 

Robert J. Eggert found that the consensus error for forecasting the real growth rate for the 
preceding three years had only been 0.2%, 0.1%, and 0.1% in the January 10, 1980, edition of the 
Blue Chip Economic Indicators. The statistics were later corrected many times, and the National 
Income and Product Accounts (NIPA) adjustments released in late 1999 revealed that these 
mistakes were far larger: 0.6%, 1.4%, and 1.3%. As a naïve model mistake for real GDP creates 
an error of around 1%, there is a significant difference between an average error of 0.1% and 1.1% 
when calculating predicting accuracy. So, despite no fault of the individual forecasters, data 
updates made a considerable time after the predictions were published may often diminish 
predicted accuracy. Which analyst was correct: the one who anticipated a significant increase in 
profits, which is what the business originally disclosed for the next quarter, or the one who 
anticipated a significant decrease in earnings, which really occurs when the SEC discovers 
accounting irregularities? Now that we've established this, we'll admit that data revisions don't 
always result in incorrect macroeconomic model forecasts; in most circumstances, changes only 
contribute a minor amount to forecast error. But, one must decide whether data is more crucial in 
the situations when it does make a difference: the data that will shortly be provided or the final, 
amended data? 

Since it involves a decision, this question cannot be answered using conventional statistical 
methods; however, the majority of realistic business forecasters would prefer to make accurate 
predictions for the following year based on data that will be released during that year rather than 
data that will be revised five, ten, or even twenty years later. In general, US macroeconomic 
forecasters were unable to foresee the changing patterns of the 1970s and 1980s, which included 
four recessions in 12 years after almost a decade without one, two episodes of double-digit 
inflation, and historically high increases in interest rates. Several explanations were put out for this 
failure later on. The two energy shocks could not have been expected, according to those who had 
a more favourable opinion of econometric models. The previous models were criticised by several 
members of the "Chicago School" because they were Keynesian rather than monetary, and Bob 
Lucas noted that the older models did not take into account reasonable expectations. Some 
academics, like Christopher Sims, felt that structural models were subpar and recommended 
switching to vector autoregressive models, or VARs. The 1980s saw much discussion of all these 
different macroeconomic forecasting techniques with the hope that combining them would provide 
macroeconomic projections that would be more precise. Unfortunately, none of these techniques 
were successful in foreseeing the recession of 1990–1991; a thorough analysis of these 
shortcomings may be found in a 1993 NBER report titled Business Cycles, Indicators, and 
Forecasting. Keynesian econometric model creators made inaccurate predictions. Both monetarist 
econometric model builders' and rational-expectations theorists' predictions were inaccurate.  

CONCLUSION 

Long-term forecasting is an important aspect of many fields, and there are various methods 
available to make predictions about future trends and patterns. These methods include time series 
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analysis, scenario planning, and simulation modeling. While each method has its strengths and 
weaknesses, the most effective long-term forecasting often involves using a combination of 
methods and a range of data sources to generate accurate and reliable predictions. It is important 
to note that no forecasting method is perfect, and there is always some degree of uncertainty 
involved in long-term predictions. Therefore, it is important for decision-makers to consider the 
potential risks and limitations associated with long-term forecasts and to use them as a tool to 
inform decision-making rather than as a definitive prediction. 
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ABSTRACT: 

Simultaneous-equation models are a type of statistical model used to analyze interdependent 
relationships among multiple variables. These models are commonly used in economics, social 
sciences, and other fields where causality is a key concern. Simultaneous-equation models involve 
a system of equations that describe the relationships among multiple variables, where each 
equation represents one variable as a function of the others. The equations are solved 
simultaneously to estimate the values of the variables, taking into account the interdependence 
among them. 
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INTRODUCTION 

The index of leading indicators and numerous gauges of consumer and corporate mood did not 
accurately predict the economy. No one forecast a recession out of the 52 participants in the Blue 
Chip Economic Indicators study, according to the July 1990 report. Yet, the National Bureau 
claims that was the month the real recession started. So, despite improvements in forecasting 
methods during the preceding ten years, no one was able to foresee the slump. We may make use 
of trying to ascertain, with the benefit of hindsight, what really caused the slump before offering 
any speculative solutions. Undoubtedly, Saddam Hussein's decision to invade Kuwait and the 
subsequent increase in oil prices were contributing factors. Oil prices did, however, recover to 
their prior levels when Hussein was overthrown by UN troops, but the American economy 
remained exceptionally sluggish for the next two and a half years. There were undoubtedly more 
forces at play [1]. 

In hindsight, the lending restrictions that followed the collapse of the savings and loans sector 
turned out to be the fundamental cause of the recession. With the relaxation of banking regulations 
as part of deregulation in 1982, a large number of lending institutions issued loans with, at least in 
hindsight, a very low likelihood of repayment. Whether this was an error in judgement or blatant 
fraud is immaterial; when the regulations were altered in 1989, many bank lending officers 
tightened credit requirements significantly out of fear of going to prison for making risky loans. 
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Therefore, constant-dollar consumer credit outstanding decreased by an average of 3.9% per year 
in 1990, 1991, and 1992, while constant-dollar business loans decreased by an even greater 6.2% 
per year. Over the previous three decades, both of these measures of credit availability had 
increased by an average of about 4% per year in real terms, roughly in line with overall real growth. 
Despite the attention paid to the change in law and the extraordinary reduction in credit availability, 
analysts were unable to precisely predict how it would affect housing, capital investment, and 
consumer and consumer spending. Hence, using several forecasting techniques in this instance 
would not have decreased prediction error. 

This example effectively illustrates our main argument that a change in the fundamental data 
production function's structure is the primary cause of prediction mistake. Every forecasting 
technique that is dependent on past events, which includes almost all techniques, may provide 
errors that are far bigger than would be predicted from prior experience when the underlying 
structural connections change. It's logical to believe that no one anticipated the full effects of the 
credit crunch, the Iraqi-Kuwaiti conflict, or the momentary doubling of oil prices. Nevertheless, 
imagine if in early 1991, when all of these things were known, you were asked to forecast the state 
of the economy. Which course of action would be the best? 

Real growth always returned to above average rates during the first full year of recovery, according 
to historical business cycle data. But, this time, actual growth stayed below average for the next 
two years. How was it possible to predict such development? The increases in consumption and 
investment were exaggerated by historically calculated functions, as this author can confirm. 
Because of this, it would have been appropriate to make continuous modifications based on current 
experience [2]. It would have also been reasonable to adjust the slope terms in the formulae for 
consumer credit and commercial loans. Forecast accuracy would have also been enhanced by using 
discretion over how long the credit limits would last. These three techniques are among the most 
important ones for lowering prediction error when utilising structural models. The rest of this 
chapter concentrates on these components in relation to structural equations after a quick 
examination of the comparison of different non-structural approaches. 

Many research have merged various non-structural forecasting techniques and shown that the 
resultant forecasting errors were decreased. The study by Makradakis and eight other authors is 
one of the most well-known ones. They looked at 1,001 series projections with an 18-period time 
horizon. They compared using naïve models, several exponential smoothing techniques, including 
Holt-Winters, and regression models. The average predicting error by combining several of these 
approaches is around 8% less than the single best method, which is Holt-Winters, according to this 
research, without going into all the specifics. For a comparable test, Newbold and Granger claim 
an improvement of 6%. 

DISCUSSION 

These statistics are likely close to the utmost that can be anticipated from combining techniques 
of non-structural estimate, according to the author's experience, some of which is detailed below. 
Granger and Newbold note that "the instances of combination offered so far are not actually 
tailored to display the process in its best possible light" after detailing their findings. Following 
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all, it would be natural to anticipate that a combination would be most successful when the nature 
of the individual projections is quite different. 10 It is the same point that was made previously. 
[3] It will be shown that using several non-structural approaches in conjunction seldom increases 
prediction accuracy, especially for multi-period forecasts, when dealing with real economic time-
series data. 

We look at six economic time series that were previously utilised in this article to demonstrate this 
idea. These are all monthly statistics. Apparel sales, single-family home starts, and the PPI for 
industrial commodities are the three that are not seasonally adjusted. The real Federal funds rate, 
the S&P 500 index of stock prices, and the monthly rate of inflation as determined by the CPI are 
the other three variables, which are either seasonally adjusted or lack seasonal influences. The best 
ARIMA model, Holt-Winters (HW) exponential smoothing, and a naïve model that states the 
percentage change this period is the same as the previous period are all compared in every scenario. 
For seasonally unadjusted data, the percentage change over the preceding 12 months is utilised. 
While it may not seem to be a formidable rival, the naïve model is often taken into account in 
combinatorial predictions. There is nothing to be gained by integrating alternative smoothing 
techniques in our research since, as Makradakis et al. have already shown, the HW approach is 
often better than other exponential smoothing methods. 

The equations were calculated using data from 1947.01, or the earliest month for which reliable 
data were available, through 1997.12, with the months of 1998.01 through 1999.12 set aside for 
the prediction period. Even when the ADF and PP tests did not reveal a unit root, trends were 
always eliminated using first-difference or percentage changes when levels were employed, the 
prediction errors were always greater [4]. The findings at first glance seem encouraging. The RMS 
error of the average of these three approaches for seasonally unadjusted clothing sales over the 
forecast period is much lower than any of the individual methods. Since the ARIMA model 
continuously overestimates real sales while the naïve model continually underestimates them, this 
is the cause. On the other hand, the combination forecast averages these mistakes, which results in 
a substantially reduced average prediction error. 

The HW approach produces the least prediction errors for housing starts; for the industrial PPI, it 
is the ARIMA model. The naïve (no change) model produces the best estimate for the real Federal 
funds rate for the series devoid of seasonal influences. HW provides the greatest predictions for 
the stock market, while ARIMA with a full split provides the best predictions for the CPI.  Given 
that the US economy was at full employment when the calculations were done, it was unclear 
which technique would be based on prior experience when these six data were picked. The actual 
Federal funds rate, which had previously varied dramatically, remained essentially stable. Housing 
starts and the stock market both increased more than would have been predicted based on previous 
data. 

Evidently, the basic framework was not altered throughout the construction of another research. 
Realistic business forecasters are aware that this is seldom the case in the actual world. 
Nevertheless, the mistakes are highly connected, with the exception of clothing sales. The high 
and low numbers are often missed by all approaches. The benefit of merging projections decreases 
as the forecast series' correlation coefficient gets closer to unity [5]. 
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At this point, we draw the conclusion that combining forecasting techniques will often only 
considerably decrease forecasting error if I the correlation between the mistakes is minor and (ii) 
the underlying structure, the data producing function, stays the same. In actuality, these 
circumstances are seldom present. As a result, combining naïve, exponential smoothing, and 
ARIMA models in practise is not likely to significantly increase forecasting accuracy. This does 
not necessarily imply that predicting accuracy is not increased by merging predictions. It does 
imply that combining different nonstructural, mechanical approaches does not provide the best 
outcomes. Instead, integrating structural, non-structural, and judgemental approaches that use 
various processes, have uncorrelated mistakes, and take structural alterations into consideration is 
more likely to provide superior results. The remainder of this chapter investigates a few of these 
pairings. 

Indeed, it is feasible to integrate structural and non-structural forecasting techniques. Even though 
the major series exhibit substantial temporal patterns, many structural equations are approximated 
in levels rather than actual or percentage changes. This is true for many reasons than merely the 
fact that levels equations always provide superior goodness-of-fit statistics. The model creator can 
want to anticipate the trend itself or get long-term projections under equilibrium circumstances 
[6]. Long-term elasticities may be significant as well. A steel company would wish to calculate 
the short- and long-term price elasticity of replacement for aluminium, or an auto manufacturer 
might want to calculate the short- and long-term effect of a change in energy costs on sales of 
different kinds of new automobiles. Calculating how much alternative price reduction percentages 
might enhance their long-term sales growth rate can be of interest to computer makers. 

Many structural equations are approximated in levels form for these and other comparable reasons. 
Yet, although ARMA processes are developed under the explicit premise that the variables do not 
have a significant trend, the processes are stationary since most economic time series contain 
substantial temporal trends. This poses a problem, one that is not limited to ARMA models. 
Consider a mixed set of independent variables, some of which show significant temporal patterns, 
like sales and income, and others which do not, such interest rates, relative prices, or percentage 
changes. Although interest rates and comparable prices would remain relatively stable over a long 
length of time, the value of the sales or income variables would increase 10-fold. Figure 1 illustrate 
the recursive simultaneous equation model. 

Have a look at the common equation Y = c + 1.5 X - 50r, where Y and X are trend variables and r 
is a trendless variable (such as the real rate of interest). Let's say that at the start of the sample 
period, Y = 200, X = 200, and r = 5. Y would vary by 1.5% for every 1% change in X. Y would 
vary by 1.25% for every 1% change in r, or from 5.00 to 5.05. Assume that Y and X are both 2,000 
at the conclusion of the sample period, and that r is still 5. A 1% change in X will still cause a 
1.5% change in Y, whereas a 1% change in r will only cause a 0.125% change in Y. The importance 
of r decreases as X and Y grow in size. By using the percentage change of Y and X and leaving r 
in levels, this issue might be solved, but the parameter estimations would then become skewed as 
a result of the fluctuations outweighing the trend. 

Using four-quarter % moving averages is a middle option that has often been employed in 
predicting macro models. Even so, such wouldn't be long-term projections; for them, equations in 
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levels form could be chosen. Nevertheless, the equation will include both stationary and non-
stationary variables if levels and ARMA processes are mixed, making the standard statistical tests 
incorrect. The projections might also include some significant mistakes [7]. There are several 
approaches that may be used to reduce this issue, some of which combine projections. On a 
structural level, the equation may be converted to ratio form, allowing one to estimate the 
relationship between Y/X as a function of r. Both variables are likely to be trendless in the scenario. 
Another option is to produce two sets of predictions: one that anticipates trends in both X and Y, 
and the other that links changes in Y to changes in r.  

 

Figure 1: Illustrate the recursive simultaneous equation model. 

The weights obtained by the techniques discussed in section 8.1 may then be used to combine these 
projections. When the Fed tightens, consumer and business confidence may deteriorate. As a 
result, a third alternative is to link cyclical fluctuations in the real rate of interest to some form of 
sentiment measure. Examples of this include the stock market's strong reactions to sudden changes 
in the federal funds rate, which may also have an impact on consumer and capital goods purchases. 
So, the major option is either a structural equation that weakens or removes the common trend in 
Y and X, or alternatively, a combined prediction that gives cyclical factors more weight. 

Assume, for instance, that purchases of constant-dollar consumer durables (hereinafter, durables) 
depend on several attitude variables, such as stock prices, unemployment, inflation, relative oil 
prices, and the consumer sentiment index, as well as current and lagged disposable income, lagged 
housing starts, the yield spread, and these variables. None of the attitudinal factors, including the 
yield spread, exhibit any discernible patterns. On the other hand, there are notable trends in the 



 171 Principles Business Forecasting 

prices of durables, income, and stocks. The challenge of how to this case study shows an equation 
that is used to anticipate durables on a quarterly basis. It places particular attention on the problems 
of detrending and simultaneous causality, as well as on how combining methods in this instance, 
with an indicator of consumer sentiment can improve forecasting accuracy [8]. 

The main factors that go into an equation for durables are disposable income, the price and 
accessibility of consumer credit, housing starts (since homeowners buy furniture and appliances 
when they move into a new home), and a number of psychological factors like stock prices, the 
unemployment rate, inflation rates, relative oil prices, and a consumer sentiment index. In an 
equation that is estimated in both levels and four-quarter percentage changes, all these factors were 
tested. The sample period for this equation is shortened in 1995 to evaluate forecast accuracy. 4. 
Also, the sample period does not begin until 1967.1 since we wish to examine the significance of 
the consumer sentiment index and before that time, reliable quarterly data were not available. 

This chapter's main goal is to demonstrate how combining forecasting techniques may increase 
predicting accuracy. It is important to remember that if the underlying equation is not 
fundamentally robust, forecasting accuracy will suffer. This includes avoiding the use of 
independent variables that can be subject to simultaneity bias and keeping trends and trendless 
series separate unless the relevance of the latter will be effectively reflected in the forecast period. 
When such factors are taken into account, the prediction errors are often substantially bigger than 
what the sample period data suggest. 

Insignificant coefficients are not given despite the fact that all of the aforementioned factors were 
tested. Equations were calculated both with and without the consumer confidence index, and they 
performed better on a quarterly basis with no lag. It should be noted that depending on whatever 
option is selected, the variables contained in the equations change significantly. The amount of 
variation that is explained by the consumer sentiment index across the sample period increases, 
and the serial correlation of the residuals is decreased. Given the strong correlation between the 
two, it is not unexpected that the unemployment rate disappears from the equation as consumer 
mood rises. 

There are several peculiarities, however. It is unclear why relative oil prices matter so much in the 
levels equation but not in the percentage change equation; one can only assume that there is some 
erroneous association. It is also unexpected that the yield spread term vanishes when consumer 
sentiment is included. The lack of the stock market factor in the equation is also noticeable; this 
topic will be covered momentarily. The projections produced by these four equations for the years 
1996.1 through 2000.4 are then compared; the results are shown in figure 8.3. Although if the 
actual values of all the independent variables are utilised, the errors are substantially bigger than 
would be anticipated from the sample period statistics, which implies the findings are better than 
would have been achieved on a true ex ante basis [9]. 

Although the levels equations likely suffer from erroneous trend correlation, the mistakes are a 
little bit reduced for the % change equations. The emotion variable, however, makes little to no 
contribution to either the levels equation or the % change equation. The optimal equation has an 
RMSE of 68.3 and a SEE of 13.4. After 1997, it would seem that the fundamental structural 
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connection changed. In this aspect, the consensus projections are of little use. Chip Blue While 
there are no consensus predictions for consumer durables per se, data on total consumption and 
light vehicle sales are available new cars and light trucks. The fact that consumer mood hardly 
increased over the course of this five-year period, despite the rise in durable goods, did not help to 
enhance these estimates. 

The index of consumer sentiment did not increase prediction accuracy throughout the 1990s; the 
very significant terms in the aforementioned regressions indicate its larger significance in earlier 
decades. As the residuals for 1996 and 1997 were almost negative before the actual gains far 
outperformed those projected by the equation or consensus projections, even making constant 
adjustments would not improve the forecasting performance. If the regressions are performed up 
to 2000.4, the stock market term appears as one of the most significant factors, and the predicting 
mistakes are randomly distributed, there is nearly always a solution. Nevertheless, the reader may 
confirm that the stock market factor is negligible and often has the erroneous sign when added to 
the regressions provided above or other equations of a similar kind for the sample period ending 
in 1995. In fact, running the same equation again for an additional five years without the consumer 
sentiment index results in a change in the t-ratio on the stock price term from -1.1 to +22.0, which 
is unmistakable proof of a structural shift. 

Yet, merging projections and giving a stock market more weight does not completely resolve the 
problem. Notwithstanding the severe decline in stock prices at the beginning of 2001, the number 
of light motor vehicle sales increased significantly from a seasonally adjusted annual pace of 15.8 
million in 2000 to 17.2 million in 2001. Also, it is not necessary to rely on lagging stock market 
values since motor vehicle sales improved later in the year and, when they declined after the 
terrorist events of September 11, 2001, they quickly recovered in October thanks to zero interest 
rate financing. 

We shall soon provide an illustration of the crucial lesson that can be drawn from this situation. 
Let's briefly go through the available data, however. An approximated structural equation also 
produced good predictions for 1996 and 1997, however they were also somewhat below actual 
values. This equation seemed to closely match consumer durable sales until the end of 1995. Even 
with the inclusion of an emotion term, continuous modifications to reflect serial correlation of the 
residuals, and assigning more weight to trendless cyclical factors like the unemployment rate, 
inflation rate, and yield spread, the estimates for the years 1998 to 2000 were still significantly too 
low.  

The ratios of  spending on motor vehicle and component purchases to disposable income and 
spending on other consumer durables to disposable income. The numbers are in billions of dollars 
(chained) from 1996. The motor vehicle ratio shows almost no trend, and in fact, levels in the late 
1990s are much lower than peak levels recorded in the 1970s and 1980s. The fraction of other 
durables, which is dominated by personal computers, has increased significantly since 1990, 
particularly in the second half of the decade. Personal computer purchases show relatively little 
link with housing starts, inflation, relative oil prices, or yield spread; yet, sales of this durable good 
category dominated in the second half of the 1990s [10]. 
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We discover that the structural equation was constructed on a shifting basis even though it seemed 
to be sound based on traditional approaches. If motor cars, personal computers, and home durables 
had been calculated independently, the estimates would have been substantially more accurate. In 
that situation, we would have discovered that motor vehicle sales continued to be influenced by 
conventional cyclical factors and increased in early 2001 as a result of falling loan rates in prior 
quarters. On the other side, the booming stock market caused a surge in personal computer sales, 
which dropped 3.5% that quarter when the market crashed in 2001. It turns out that structural 
instability is the problem once again. 

 No matter how many additional projections are added to a bad equation, it will still provide poor 
predictions. The primary issue with the equation in Case Study 16 is that it essentially combines 
bicycles and apples. Durable consumer goods are not a uniform commodity. In particular, the 
group consists of two key elements with contrasting trends: "high tech" durables, mostly personal 
computers, which increase far faster than income, and "traditional" durables, such as cars and home 
appliances, which rise at about the same pace as income. These two groups should be handled 
differently. When a forecaster is asked to forecast "sales" for a certain business or sector, the same 
conundrum often arises. Even when used in conjunction with other techniques, projections are 
likely to be inadequate if the product is not homogenous, particularly if it includes certain 
components with quickly increasing sales and others with dropping ones. For reliable projections, 
a solid structural approach is always the best place to start [11]. 

CONCLUSION 

Simultaneous-equation models provide a powerful framework for analyzing interdependent 
relationships among multiple variables. These models allow for the estimation of both direct and 
indirect effects, which is especially useful when analyzing complex causal relationships or 
predicting the effects of policy interventions. Simultaneous-equation models have been widely 
used in economics, social sciences, and other fields where causality is a key concern. However, 
they require careful specification and estimation, as well as careful consideration of the 
assumptions underlying the model. 
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ABSTRACT: 

Alternative methods of macroeconomic forecasting refer to approaches other than traditional 
econometric models that rely on statistical techniques and historical data to make predictions about 
future economic conditions. These methods are often used in situations where traditional models 
have limited predictive power, such as during periods of structural change, high uncertainty, or 
when the available data is limited or unreliable. One alternative approach to macroeconomic 
forecasting is based on the use of machine learning techniques, such as neural networks, decision 
trees, and support vector machines. These models are designed to learn patterns in data and identify 
relationships between variables without making explicit assumptions about the underlying 
economic structure. 

KEYWORDS:  
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INTRODUCTION 

Economists have long noted that consumer spending patterns are somewhat influenced by past 
behaviors; hence, purchases made in the present are influenced by both past behavior and the 
current levels of income and financial resources. Many believe that the consumer mood index is a 
key influencer on purchases to the degree that it reflects these elements. Also, it's critical to 
consider anticipated future changes in economic and financial well-being. In fact, the consumer 
mood index is still one of the important factors that economic forecasters and financial experts 
regularly monitor. In that sense, it has successfully undergone a "market test," and one might 
therefore argue that it must provide meaningful information in order to maintain its popularity. 

The first surveys created for macroeconomic forecasting were not mood indexes; rather, they were 
projections of consumer spending plans, corporate sales, and capital expenditures. Initially, it was 
believed that "hard" indicators of actual purchase intentions would be more important than "soft" 
indicators of consumer or corporate mood. Yet, it turned out that the opposite was true: while 
indices of mood continue to thrive and are highly anticipated by forecasters and market experts, 
indexes of consumer and company purchase intentions have been thrown in the trash [1]. 

Also, it was first believed that capital investment would be the area of the economy most conducive 
to the application of business indices of planning or emotion. Contrary to consumer spending, 
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which often involves "impulse purchasing," the majority of capital goods purchases are undertaken 
by big corporations, who meticulously plan their capital expenditures well before they actually 
decide to make a purchase. Additionally, since most commodities and construction projects take a 
long time to complete, statistics on orders and appropriations should provide further, useful insight 
into the direction that capital investment in particular and the economy as a whole were taking. 

According to this reasoning, immediately after the conclusion of World War II, both public and 
private organizations began to publish yearly reports on investment expectations; the Commerce-
SEC statistics were also accessible on a quarterly basis. For the simple reason that they were not 
very helpful, these reports are no longer published. The "market test" problem rears its head here 
as well; the anticipations data were finally phased out since they did not increase prediction 
accuracy. Similar to this, the Conference Board no longer publishes information on capital 
appropriations by significant firms. Every month, information on new orders for capital goods is 
released, but only the correlation for the current quarter shows any real relationship with future 
capital expenditure. This news therefore seldom affects the financial markets. 

Investment expectations, appropriations, and orders are not reliable indicators of actual capital 
expenditure for a number of reasons. Some have to do with the erratic delivery and building time 
frames. But more importantly, this lack of connection illustrates how corporations adjust their 
strategies in response to changing economic conditions. So, rather than representing elements that 
were anticipated to occur in the future, the anticipations indexes indicated factors that had already 
occurred. They don't really add anything new in that regard [2]. 

We now take a look at a potential house buyer sentiment index that the National Association of 
Home Builders has compiled and made available (NAHB). The sample period is less for this index 
since it only begins in 1985, yet the findings are very obvious estimation of the housing starts 
equation revealed that the demographic parameters, the percentage change in income, the vacancy 
rate, the unemployment rate, the percentage change in the real money supply, and the yield spread 
were the main independent variables. I warned that this problem will be brought up again later 
since it turned out that equation produced highly erroneous predictions unless they were modified 
by the constant factor. 

It turns out that employing the NAHB index of homebuyer mood significantly lowers the 
prediction inaccuracy. The consumer confidence index does not increase the projection of single-
family home starts, as the reader may confirm. Due to the shorter sample period and the 
introduction of the homebuyer attitude variable, the demographic and vacancy rate variables were 
removed from the housing start equation previously given. Financial journalist Joe Livingston has 
produced consensus predictions for many years, some of the regional Federal Reserve Banks also 
issue consensus forecasts, and able have been gathered and tallied jointly by NBER and ASA. 12 

The projections created by Blue Chip Economic Indicators, in the author's view, are the most 
comprehensive and well-documented ones. These forecasts, which come from 50 or more 
contributors, have been available every month since January 1977. Many of the same panelists 
have taken part in the survey since its inception, and the series are internally consistent. The 
panelists are listed by name and organization as well, making it possible to compare the 
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performance of consulting economists versus those employed by major corporations to see, for 
example, whether large New York City financial institutions are better at forecasting interest rates 
than economists in other parts of the nation. 

DISCUSSION 

Since the record of economists in predicting interest rates has been unusually poor and since 
interest rates are of great importance in determining both where the economy is heading and how 
financial markets will perform we next examine whether the consensus forecasts for interest rates 
can improve forecasting accuracy. This case study uses the Blue Chip Consensus forecasts for 
short-term interest rates, measured by the three-month Treasury bill rate on a discount basis, and 
long-term rates, measured by the ten-year Treasury note yield. For some years in the past, the Blue 
Chip consensus used the 4–6 month commercial paper rate to measure short-term rates, and the 
corporate bond yield and utility bond yield to measure long-term rates. All of the calculations here 
have been adjusted to reflect these shifts [3]. 

Since the Blue-Chip forecasts are issued monthly, it would be possible to calculate the impact of 
the consensus forecasts of a monthly basis. However, there usually very little change in the 
consensus outlook from one month to the next; fluctuations that do occur in that narrow a time 
frame are largely due to speculative trading patterns and short-term disturbances. Hence for the 
purposes of identifying the possible contribution of the consensus predictions to forecasting 
accuracy, we examine the forecasts on an annual basis. The consensus forecasts used are those 
provided to Blue Chip on the first working day of each January. These forecasts can be compared 
to I a naive model that says the level of interest rates this year will be the same as last year, and 
(ii) a structural model that relates interest rates to the inflation rate, the Federal budget surplus or 
deficit ratio, loan demand, and the unemployment rate. In addition, the bond rate forecast is also 
correlated with the Treasury bill rate lagged one year as well as these other variables. 

The only unlogged variable that is significant is the change in the unemployment rate. However, 
using an unlogged variable with an assumed error of aero could bias the results. Thus instead we 
have used the difference between the consensus forecast of unemployment this year and the actual 
unemployment rate last year. This term is almost as significant as the actual change in 
unemployment, and removes any simultaneous-equation bias. The equations for the three-month 
Treasury bill rate and the corporate bond rate are estimated for the period from 1977 through 1999, 
using annual data. The independent variables are the difference between the consensus estimate of 
the unemployment rate this year and its actual value last year, and lagged values of the inflation 
rate, the percentage change in business loans, and the ratio of the Federal government surplus or 
deficit to GDP. Also, the lagged Treasury bill rate is used in the corporate bond equation [4]. 

The quarterly and monthly functions for interest rates discussed elsewhere in this text are more 
complex, but these annual functions capture the essence of those factors that have determined 
interest rates in the past. Also, as mentioned above, note that only lagged or consensus variables 
are used. The RMS So far we have seen how judgment can improve forecast accuracy by using 
survey results and consensus forecasts. The third major method of incorporating judgment on a 
statistically consistent basis as opposed to using qualitative expert opinion from the field is to 
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adjust the constant term and slopes that have been estimated by least squares.  Figure 1 illustrate 
the Statistical and Machine Learning forecasting methods. 

 

Figure 1: Illustrate the Statistical and Machine Learning forecasting methods. 

The methodology for these two types of adjustment is quite different. In the case of the constant 
term, the appropriate procedure is to examine the residuals of recent periods and adjust the constant 
term in the forecast period based on those residuals; the other parameter estimates themselves are 
not changed. By comparison, changing the slope terms assumes the estimates of the slope terms 
vary over the sample period. Most forecasters adjust their predictions by including some 
information from the residuals of the equation over the past few periods. If the actual values start 
at drift off from those predicted by the equation, it would be foolish to ignore that evidence. 
Nonetheless, such adjustments invariably raise the question: what factors are causing this drift? 

We have already examined the reasons why this might happen, but to review briefly, this type of 
forecast error usually occurs either because some unobservable variable is missing, or the 
underlying structure has changed. By definition, unobservable variables such as expectations 
cannot be measured precisely. In the equation for single-family housing starts, adding the index 
aof homebuyer sentiment materially reduced forecasting error for the 1998–9 period. However, it 
is not always possible to find useful indexes of sentiment or confidence. Besides, the shift might 
be due to other factors: the introduction of new product, or a new process for manufacturing or 
distributing that product [5]. 

Sales of personal computers jumped when Internet usage became popular, and the rate of inflation 
declined when the use of the Internet permitted people to purchase goods at lower prices. Changes 
of this sort would presumably be captured by the recent patterns of residuals of equations used to 
explain computer sales, or prices of goods that can be purchased “on the computer.” 
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There are no hard and fast rules for estimating what proportion of the recent residuals should be 
incorporated into the forecast. Basically the forecaster is either the shift is permanent, in which 
case the full value of recent residuals should be included, or the shift is temporary, in which case 
the adjustment should gradually return to zero over the next few quarters. If the residuals of the 
estimated equation have a high degree of serial correlation, and all the recent residuals have 
approximately the same value, it is reasonable to apply that adjustment to the forecast. However, 
that raises the question of why the autocorrelation coefficient is so high: perhaps the equation 
specified, and not all of the variables are actually linear. Perhaps one or amore variables is missing. 
Other times, a shift has occurred outside the sample period, as was the case for the consumer 
durables equation after 1997. Usually the reason for a series of positive or negative residuals is not 
immediately obvious [6]. 

If the residuals are not highly auto correlated, the usual procedure is to assume that any adjustment 
in the constant term will return to zero. Yet the drawback of quickly moving back to zero is as 
follows. Suppose the error over the past year is an amount equal to 4% of the mean value, and the 
series usually changes by an average of 6% per year. If the last period is used as the starting point, 
the slope estimates indicate that the change the following year should be equal to the average 
change of 6%. But if the constant term returns to zero, the predicted change would be only 2%. In 
that case, the forecast would be based almost entirely on judgment, with the values predicted by 
the equation almost ignored. 

This dilemma emphasizes there is no mechanical way to adjust the constant term in the forecast 
period unless the source of the error is known, in which case the obvious remedy is to improve the 
equation over the sample period. Forecasting, like politics, is the art of the possible. Often, the best 
equation that can be estimated over the sample period will have significant autocorrelation and 
residuals that bunch near the end of the sample period. Such cases suggest that combined methods 
of forecasting be used, perhaps by including expert judgment, surveys, or consensus forecasts. But 
suppose the item to be predicted is sales of an individual firm, for which none of these alternative 
methods exist. 

If the forecaster thinks the recent residuals can be explained as a result of some development that 
has affected the dependent variable but cannot yet be quantified, the average value of the recent 
residuals should probably be continued into the forecast period. If, on the other hand, there does 
not seem to any available reason for the bunching of these residuals, and hence the effect appears 
to be random, the forecast should be generated without incorporating the values of the recent 
residuals. 

This “hand-crafted” approach will work for someone who is forecasting just few variables, but is 
not efficient when thousands of variables are being predicted, such as a system designed to keep 
track of sales and inventories. That is one of the reasons why ARMA procedures are used to keep 
these equations on track. The examples in this text are primarily designed to show how a298 a 
forecasts can usefully be improved when the model builder has the time and resources to examine 
each equation individually [7]. 
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There are no definitive answers about how to treat constant adjustments. In general, though, we 
suggest the following. If there are strong reasons for estimating an equation in levels form even 
though the residuals exhibit significant autocorrelation, future forecasts should probably be 
adjusted by recent levels of the residuals. Otherwise, it is better to remove the trend from the 
equation, are specify it so the residuals are not auto correlated, and then use constant adjustments 
only when clearly identifiable changes have occurred in the underlying relationship. We next 
consider the possibility of estimating an equation in which the values of the parameters change 
over the forecast period. Perhaps the importance of particular variable has increased over time, is 
more important in downturns than in upturns, or exhibits other forms of nonlinearity. 

The sample period fit can almost always be improved by shifting the slope estimates, but the 
question is whether that will really improve the forecast accuracy, or just boost the goodness-of-
fit statistics in the sample period – so-called a“curve fitting.” The tendency, especially for those 
without considerable experience in actual forecasting, is to over-engineer the equation during the 
sample period [8]. Keeping that caveat in mind, the three most common methods of changing the 
slope coefficients over the sample period are I dummy variables for truncated periods and 
nonlinearities that make the equation piecewise linear, (ii) slope coefficients that are a function of 
a time trend, and (iii) changes that occur continuously over the sample period but are not tied to 
specific economic developments. The latter category involves the use of Kalman filters, which are 
not covered in this book. The use of dummy variables has already been discussed. 

One key example of parameter shifts can be seen in the equation to predict net exports of the US 
economy. Since this series itself has a strong trend, some method should be used to reduce if not 
eliminate the trend, since trendless variables such as the value of the dollar are important 
independent variables. In this case, the best method is to take the ratio of net exports to total GDP, 
both in constant dollars; the graph is shown in figure 8.6. The data start in 1969 because all major 
foreign exchange rates were fixed before that date, so the underlying data generation function was 
clearly different. 

Net exports are defined as exports minus imports, and are negatively correlated with the trade-
weighted average of the dollar. Imports are positively related ato changes in US GDP, whereas 
exports are positively related to foreign GDP. Hence net exports would be positively correlated 
with various measures of aGDP in other countries and negatively related with changes in GDP in 
the US. As the US has integrated more fully into the global economy, the share of GDP accounted 
for by international commerce has grown. Thus, it would be logical to conclude that in more recent 
years, a specific change in US GDP or the value of would result in a bigger shift in the net export 
balance.  

Weights have changed: trade with Canada, Mexico, and the developing countries in Asia has 
grown substantially more significant, whilst trade with Europe, Japan, and OPEC has become 
relatively less important. These modifications can also be reflected in the coefficients. The 
exceptional fall in the net export ratio from 1996 to 1999 makes this forecasting problem difficult. 
Ex post, it was brought on by the demise of the Asian economy and the strengthening of the 
American economy. 
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 It is unclear whether the drop can be correctly anticipated using an equation with estimates only 
going as far back as 1995. An equation with constant parameters will do a very poor job of 
predicting this downturn using the standard variables changes in real GDP in the US and its major 
trading partners, plus the value of the dollar whereas an equation with changing parameter 
estimates related to a time trend generates much more accurate forecasts. 

While the origin of imports has also changed, this has no impact on the equation since the rise of 
imports is correlated with changes in US GDP. Canada's GDP is not taken into account since it 
closely resembles the American economy. Hence, one may anticipate that the significance of GDP 
for The development of the statistical theory and its empirical application for estimating and 
evaluating business forecasting models were the main topics of the text's first eight chapters. This 
information also demonstrated how to assess for parameter robustness during the sample period 
and enhance prediction accuracy [9].  

Actual examples of forecasting models will be shown in the subsequent four chapters. Although 
chapter 10 focuses on long-term models that may be used to predict trends and changes. The extra 
issues that arise when using multi-equation models for forecasting. In certain circumstances, the 
performance of each equation alone may be satisfactory, but the forecasting accuracy suffers when 
the equations are combined. A small macroeconomic forecasting model with a focus on the actual 
methodology used to select exogenous variables and modify constant terms in the model. The 
chapter also assesses how much macroeconomic forecasts can be enhanced by combining 
structural methods, constant adjustments, and various exogenous inputs, such as sentiment indexes 
or consensus forecasts. 

The strategies for creating and presenting management with short-term sales predictions are 
discussed in this chapter. This information was created with the customer in mind, including how 
to convey details about the model's underlying theory and underlying assumptions, as well as the 
outlook and alternate projections. Due to this, only structural models are taken into account here, 
however the projections might be improved by it is crucial to establish clearly what the forecasting 
model is anticipated to do before beginning to estimate multiple regression equations. The 
forecaster should specifically decide the following. 

Sometimes management requests a prediction of overall sales, sales by product category, or sales 
by geographical area. They may sometimes be curious about the expected market share for certain 
items. In other instances, the model will serve more as a monitoring tool to check on whether 
production, sales, and inventory continue to be in line with projections. To estimate real or 
percentage changes, assess the likelihood that sales or cash flow would fall below a certain 
threshold, identify the growth rate beyond which expansion is desired, or keep an eye on product 
lines to check whether they are still on track, management may seek predictions. 

Annual forecasts may be preferred in certain circumstances, but they will be monitored on a 
monthly basis to see if objectives are being fulfilled. Airlines want to know how to best use their 
current aircraft in the near term to increase the proportion of seats that are full; in the long term, 
they want to know how many new aircraft to purchase. In the near term, utilities must distribute 
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their current resources to address the peak-load issue; in the long term, they must decide how much 
capacity to add. 

If the data series are not sufficiently long and varied to allow for substantial correlations with the 
independent variables, the modelling effort is unlikely to be robust. If, for instance, a company had 
data indicating that sales increased 10% annually for the previous 10 years, there would not be 
enough variety to provide accurate parameter estimates. The data have to span at least one 
substantial cyclical variation period. Unless monthly and quarterly data are utilised, robust models 
should be built on 40–50 observations, which is uncommon for data from particular product lines. 
The genuine degrees of freedom, however, are often far lower than represented by the number of 
observations minus the number of variables since these data are not always really independent 
[10]. 

Limit your promises. Expecting prediction period errors to be fewer than what sample period data 
show is often unreasonable. Even if the forecasting process is reliable, those who assert that it is 
possible face the danger of losing credibility. A forecast range is often helpful in addition to a point 
prediction. In certain circumstances, missing goals is significantly more severe than having sales 
increase more quickly than expected. In other instances, a corporation can be forced to put 
consumers on allocation and lose business to rivals if growth rates are not precisely predicted. 
When providing the projections, be aware of the dangers on both sides. 

Management may sometimes want the best estimate notwithstanding all potential outcomes. 
Financial analysts, for instance, are paid to choose equities that beat the market as a whole, not 
stocks that will outperform the market in the event that the Fed eases, oil prices drop, or there is a 
revolution in Russia. In other situations, management needs to know how much sales would be 
impacted if real growth were to slow down by 2% the next year or if the dollar rose in value. Other 
scenarios are sought in these circumstances. These options may not necessarily depend on large-
scale variables. Managers can be curious about the impact a new competitive threat will have on 
their company and the best course of action. 

Economic activity may in certain situations influence overall growth, although one brand may 
benefit at the price of another. Macroeconomic considerations, for instance, have a significant role 
in determining overall vehicle sales, yet SUV market share may increase temporarily at the cost of 
"conventional" automobiles before beginning to drop once the market has reached saturation. 
When that turning moment is most likely to occur is something management may want to know. 
While the total number of airline miles may be calculated within a very small range, customers 
may travel more for work than for pleasure, or vice versa. 

This is somewhat dependent on whether the forecast consists of thousands of distinct product lines 
or just a few somewhat aggregate things. Also, it depends on whether management feels more at 
ease using a prediction that is connected to important economic considerations or one that is made 
automatically and relies less on discretion. According to the author's experience, the majority of 
customers need an explanation of the underlying causes of your forecasts. Even if it turns out to 
be true, a prediction that states "Sales will climb 6% next year" based just on lagged figures and 
error terms without any further explanation often won't be warmly accepted. 
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The main independent variables in a structural model must "make sense" to the users of the 
predictions. If the words employed in the model have little to no apparent relationship to the 
variables being predicted, then there is little purpose in providing an ostensibly statistically robust 
model. Customers will be suspicious if phoney correlations are being used. In certain instances, 
management may want that you use judgement, sales predictions, consensus estimates, 
management objectives, and other in-house business data in the forecasting process; in other 
instances, they will have employed an econometrician to discourage you from using this approach. 
If data are available, one should strive to ascertain the extent to which prior judgement knowledge 
has enhanced structural model estimates. 

While the prediction period inaccuracy will often be greater, you must demonstrate that the model 
has tracked properly in the past to create trust. Find out whether management accepts the sample 
period error or if they anticipated a lesser mistake. The majority of executives are aware that the 
sample period error will almost always be more than the forecast period error, therefore if the latter 
is greater than anticipated, a different approach may need to be explored. Examine the impact of 
integrating various forecasting techniques on sample period error reduction. Remember that these 
techniques must also be believable; management will not be satisfied by just adding another 
forecasting technique since doing so sometimes lowers prediction error. The presentation of 
different scenarios, including optimistic, consensus, and pessimistic ones, is often helpful. More 
precise solutions, nevertheless, are preferable in certain circumstances. Alternatives for the oil 
sector may be built around a scenario in which a new military conflict breaks out in the Middle 
East [11], [12]. 

An alteration in governmental laws, such as the choice to phase out internal combustion engines 
in favour of more energy-efficient modes of transportation, might be modelled using intervention 
analysis. In these circumstances, modifications to the particular variables would often outweigh 
the significance of modifications to the macroeconomic environment. How well do you foresee 
the drivers' behaviour? This is not a problem if the time being projected simply uses delayed data. 
Yet, if you discover a significant connection with an unlagged variable that offers a very small 
sample period error but that variable is not highly predictable, the findings may not be of much 
help. In the same spirit, confirm that the dependent variable has not accidentally wound up on the 
right-hand side of the equation in a disguised form. 

CONCLUSION 

Alternative methods of macroeconomic forecasting are becoming increasingly important in 
providing valuable insights and predictions about economic trends and behavior. These methods 
include machine learning, big data analysis, and qualitative forecasting techniques such as expert 
opinion surveys and scenario analysis. The use of these methods can help policymakers, investors, 
and researchers to better understand the complexities of the modern economy, particularly in 
situations where traditional econometric models are limited in their predictive power. By 
incorporating these alternative methods into their forecasting process, stakeholders can gain a more 
comprehensive and accurate view of economic conditions, ultimately leading to more informed 
decision-making and better outcomes. 
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ABSTRACT: 

Consumer and business sentiment indexes have become popular tools for forecasting economic 
activity. These indexes are based on surveys that measure the attitudes and expectations of 
consumers and business leaders towards the economy. The consumer sentiment index reflects how 
optimistic or pessimistic consumers are about their current financial situation and the overall state 
of the economy. The business sentiment index reflects how optimistic or pessimistic business 
leaders are about the current and future economic conditions. 
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INTRODUCTION 

Even if the findings are excellent, the process has been a waste of time if you can't persuade the 
end user to purchase the projections. The presentation must be made in clear, reliable words. 
Several of these tips place equal emphasis on statistical robustness and presentation. Although it 
is important to keep that in mind, accurate forecasting is often a required but not sufficient 
requirement for success. The author is aware of several instances when economists were 
terminated despite making correct predictions. The technique was seen as being convoluted in 
certain instances, and the economists were unable to support their claims with sound methodology.  
In other instances, it came down to "shooting the messenger"; when the economy entered a 
recession and sales fell, the economics team was let off despite properly predicting the collapse.  

When management urges employees to "think positively" despite a faltering economy, it may be 
prudent to outline both the circumstances in which sales will increase and those in which they will 
decrease. It is unlikely that making the blanket claim that "sales are going to fall next year and 
there is nothing you or anyone else can do about it" would result in positive performance reports 
or consultant retention. The car sector is a notable exception, since most businesses are not big 
enough for changes in their sales to have an impact on the economy as a whole. There shouldn't 
be any simultaneity bias in the parameter estimations as a result of incorporating variables like 
interest and inflation rates, industrial output and capacity utilisation, and credit availability. 
Therefore, these variables do not meet the requirement of being known at time t unless delayed 
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values are provided [1]. Macroeconomic variable values that are not lag-adjusted are likely to 
result in more prediction error than would be predicted from sample period statistics. 

Use delayed values of the independent variables wherever feasible if the prediction period is just 
a few months or quarters. Use of a distributed lag that includes both lagged and unlagged variables 
is sometimes advised. Key drivers may be predicted through consensus. If there are no significant 
economic shocks that option offers a credible approximation of what may be anticipated. 
Moreover, using consensus projections might act as a foundation for other scenarios. The 
management should be informed of the repercussions if the general expectation is for interest rates 
to fall but you believe they will increase. 

If the drivers are different from the kinds of factors that consensus predictions often anticipate, the 
model should definitely be modified to include these variables as well. Unless they are essential 
to the model, in which case scenario analysis might be used, avoid using variables that cannot be 
properly predicted in general. For instance, stock prices are notoriously difficult to forecast, but if 
they have a significant impact on the prediction variable, it is sense to provide alternate estimates 
based on educated predictions about the stock market. Finding an exceedingly high correlation 
with a variable that cannot be properly predicted does not often help much. 

Secondly, think about some of the key problems that might occur when predicting the kinds of 
factors that the company can influence. Companies sometimes mix up intended targets with real 
sales growth. Let's say a bank wishes to add 15% more loans to its portfolio each year. Making 
riskier loans allows them to achieve that aim temporarily, but if enough of them fail over time, it 
may be compelled to combine or even close its doors. But, with better risk management models, 
the bank may be able to increase its odds of success and increase loan activity without materially 
increasing risk [2]. 

The first stage in adopting growth objectives is to ascertain how much sales are anticipated to rise 
in light of global, local, and demographic trends. The company may then opt to expand, combine, 
or enter new markets in an effort to accelerate this growth rate. The only way the company can 
increase sales of its current product lines faster than overall sales is by buying rival companies or 
stealing market share from other businesses, whether local or foreign. The second outcome might 
be achieved by cutting costs via increased capital expenditures, improved product quality, greater 
promotion, or the establishment of enterprises in underserved areas. They are all effective 
strategies for increasing market share, but since they are all expensive, management must decide 
if the rate of return is acceptable. They must also be mindful that other businesses may launch a 
similar counteroffensive. Several high-tech companies learned the hard way in 2000 that mindless 
growth is often a prescription for catastrophe. 

The author is aware of numerous situations where businesses operate under the assumption that 
their sales can grow faster than the rate indicated by economic conditions simply by urging the 
sales staff to "do better" without spending the additional funds necessary to achieve this goal. 
Perhaps all of this seems obvious when put so bluntly, but the author is aware of many instances 
where firms operate under this assumption. In this situation, econometric models provide a helpful 
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roadmap for what to anticipate in terms of general national or global growth for a certain product 
or service [3]. 

DISCUSSION 

The majority of industrial or retail businesses use a system that carefully tracks inventory levels. 
To compare inventory/sales ratios with earlier levels and longer-term trends, several tools are 
available. If previous patterns persist, these programmers often perform well; nevertheless, when 
sales alter unexpectedly, econometric modelling frequently offers an extra dimension that can 
assist optimize stocks and boost profit margins. The following issue is a typical one. An average 
of 6% has been added to sales each year. They rise 10% in one month above levels from the 
previous year. That could mean the economy is improving, the demand for the product has risen 
in spite of no change in macroeconomic conditions, the firm has gained market share relative to 
its competitors, the gain is a one-time fluke a caused by exogenous conditions (batteries and 
flashlights were purchased ahead aof a hurricane warning), or random fluctuations have produced 
an increase athat is not related to either economic conditions or exogenous variables. It is the task 
of the econometric model-builder to ascertain what really transpired [4]. 

Top management often cites a range of external factors when reporting to investors, including 
severe weather, increasing or declining commodity prices, the election, the World Series, the 
insurgency in Afghanistan, etc. While some of these circumstances may have really had an impact 
on sales, it is more probable that underlying demand slowed down or expenses increased more 
quickly than expected. Their positions may be in peril if senior management is unable to resolve 
these issues swiftly.  Several businesses participate in groups that publish industry data gathered 
and processed by a third party in order to avoid antitrust issues in order to respond to queries of 
this kind. It will show if your gain was shared by or came at the cost of rivals. The monthly statistics 
released by the Census Bureau may be used to make comparisons and can provide insight into how 
quickly broad retail lines are expanding at the retail level. 

Decisions on inventories are often made at the micro level. Clothing retailers will rapidly learn 
which trends are no longer in style this year and which are "hot" things. Especially for perishable 
goods, supermarkets will fill their shelves with products that will sell rapidly. Steel service centres 
will soon be able to tell whether demand for rods, beams, wire, and other goods is increasing or 
decreasing. Inventory management systems will inevitably use ARIMA models for tracking tens 
of thousands of items since it is difficult to monitor the economic aspects impacting thousands of 
various product categories or SKU items. Yet, the determination of total demand is greatly 
influenced by macro variables. The best modelling attempts will often combine these two 
categories of variables [5]. 

The quantity of capital expenditure, the scope of growth, and the amount spent on advertising, and 
the technique for managing and regulating inventories may all be determined by a corporation 
using econometric models. This data may be utilized as independent variables and elasticity’s can 
be estimated when historical values are known. Even in the absence of this data, judgments may 
be made based on what growth rate can be anticipated given economic circumstances and how 
much internal factors can influence that growth rate. 
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The potential reaction of rivals should be taken into account as the third sort of variable. These 
factors are undoubtedly beyond the firm's control, at least if it is behaving lawfully, but they are 
often predictable. Competition will almost always equal price reductions, thus it would be better 
to raise prices if there were shortages. Even if the news that a rival wants to develop a shop nearby 
may come as a surprise at first, the current business will have time to respond while construction 
is underway. The underlying question is whether these aggressive man oeuvres can be 
econometrically predicted. 

We investigate how these many characteristics may be included in a model that predicts how 
quickly loans are expected to increase for a certain bank. The public disclosure of personal credit 
information is prohibited under federal privacy laws. But, the broad strategy may be outlined here 
based on research conducted by this author and his colleagues [6]. Determine the overall increase 
that may be anticipated in the specific category of loans, such as consumer credit cards, auto loans, 
equipment leasing, house mortgages, commercial real estate, etc., depending on macroeconomic 
circumstances. After that, create projections using a particular macromodel or consensus estimates 
by estimating a regression equation that links the increase in loans to these factors plus interest 
rates. Let's say that this regression indicated that a certain loan category will expand by 8% 
annually over the course of the next two years. 

Second, the bank must choose whether to focus on lending in its local area, where loan officers 
may meet prospective borrowers in person and evaluate their character, or whether to extend to 
other parts of the nation. If the latter choice is used, it may be used to estimate how much the 
demand for loans will increase in quickly developing regions. Finally, it calculates how much 
money should be allocated to marketing, hiring more loan officers, and using computerised credit 
scoring algorithms to increase demand. In certain circumstances, data will be available to 
experimentally estimate these parameters; in other circumstances, the values will be relied on 
senior management's opinion. 

Fourth, the bank needs to assess the competitive response by other banks. For instance, if a large 
bank in a big city launches an aggressive marketing effort promoting the fact that "for a short time 
only, you may borrow money from us BELOW PRIME," they must evaluate how rivals will 
respond in order to maintain their market share. Reducing interest rates may, in part, boost demand 
for loans, but because it would also reduce profits, it could not be viable. The bank would want to 
know, at the very least, an estimate of the increase in loan demand that would result from a 1% 
reduction in interest rates [7]. 

Forecast numbers for macroeconomic factors are often calculated outside of the company. 
Nonetheless, senior management may feel that field judgment may improve forecasting accuracy 
for factors within the firm's control or those indicating rival reaction. This brings up the broader 
question of how judgment ought to be included in sales forecasting algorithms. Most business 
executives believe they have a deeper understanding of their industry than a staff economist or an 
outside consultant hired to develop a model. They consequently occasionally assert that statistical 
modelling cannot replace sound judgment. However, forecasts by management could be inaccurate 
for a variety of reasons. First, executives may prefer an optimistic forecast for reasons of morale. 
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Second, they may be poorly informed about factors affecting the overall domestic or world 
economy, even though they understand the dynamics of their own business very well. 

 It may be seen as a morale booster, or an incentive to the sales force to sell more product. Many 
firms believe it is worthwhile to set sales targets “too high” in order to discourage slack 
performance by sales personnel. Top management might “tweak” credit scoring models in order 
to accept a larger proportion of loans. Production schedules may be set above realistic levels in 
order to encourage the sales force to increase their effort. It is always possible that sales personnel 
will underestimate the likely sales growth, thus permitting them to exceed their quotas and earn 
additional bonuses. However, such attempts are generally seen as self-serving and are not likely 
to influence company forecasts. In this author’s experience, it is much more common to hear that 
this company doesn’t want any recession forecasts demoralizing their staff. Negative economic 
conditions ahead are seen as a “opportunities” and “challenges” rather than nightmares, and many 
corporations like to infuse their staff with a “can do” mentality [8]. 

The problem is particularly severe for new product development, where the manager in charge of 
the new product or service naturally tends to have an optimistic outlook for its future. Yet even 
with existing products, the usual puffery that “our” product is better than anyone else’s sometimes 
gets translated into an overly optimistic forecast. When these are not reached, excess inventory 
accumulates, too many people are hired, too many plants are built, and in extreme cases the 
company is forced to close. Mindless expansion of retail outlets is one key example of this sort of 
thinking, as is spending hundreds of millions of dollars on dot.com advertising without giving 
more than a passing thought to how much sales will rise. 

Admittedly, the headline cases in the financial press generally tend to be the failures; when a 
company performs well because sales or product managers accurately predicted demand that is 
deemed far less newsworthy. And turning novice loose with an econometric model who has little 
understanding of athe industry will invariably generate poorer forecasts than the expert judgment 
aof an experienced product manager. Nonetheless, having said all this, there attends to be a 
“cheerleader” effect in which pessimistic forecasts are viewed as unwelcome.  

The severe drawbacks to judgmental forecasts have long been noted. In an early work, P. E. Meehl 
around that judgmental forecasts were inferior to decision rules because people applied different 
factors at different times. See his book, Clinical Versus Statistical Predictions: A Theoretical 
Analysis and Review of the Literature (University of Minneapolis Press, Minneapolis), 1954. More 
recently, R. Hogarth and a seasoned business judgment certainly should not be ignored. If sales of 
a particular product have been rising at 15% per year over the past 10 years, exogenous factors 
that could cause growth to decline to 5% next year must be carefully considered. Senior 
management may be aware of changes in the product, or in its method of delivery, that will have 
a material impact on its sales growth in the future. Econometricians ignore such factors at their 
own peril [9]. 

One of the oldest but nonetheless useful clichés in the financial sector is a “never confuse genius 
with a bull market.” This aphorism also applies to situations where sales of a particular good, after 
stagnating or growing at modest rates for several quarters, suddenly surge. Often the tendency is 



 190 Principles Business Forecasting 

to assume that there has been a change for the better, whereas in many cases this improvement are 
presents a temporary one-time shift. In these situations, management forecasts will often become 
too optimistic. Figure 1 illustrate the Forecasting with Business and Consumer Survey Data. 

 

Figure 1: Illustrate the Forecasting with Business and Consumer Survey Data. 

As these comments should make clear, no blanket statement can be issued about when judgment 
will or will not improve forecasting accuracy. However, in this author’s experience, a number of 
useful rules of thumb have emerged/ 

1. In the long run, forecasts based primarily on technology invariably understate the actual 
growth that will occur; but in the short run, management tends to overstate the benefits 
from emerging technology. See: dot.com companies in a 2000. 

2. Judgmental forecasts are generally weighted too heavily by events of the recent past. If 
sales have been above average, that superior performance is expected to continue 
indefinitely. If sales have been sluggish, it is often the case that subpar performance is 
expected to continue. 

3. Most judgmental forecasts miss turning points. Of course that is also true for many 
econometric forecasts. However, if signs of a recession are brewing, management too often 
assumes their sales will not be negatively affected. 

Regardless of their expertise at running individual businesses, most top managers possess no 
special knowledge about the general state of the economy. Hence forecasts of company sales that 
override macroeconomic concerns are adapt to be inaccurate. On the other hand, sales forecasts 
based on detailed knowledge of products or markets – precisely the sort of information. In this 
author’s experience, forecasting errors that senior management generally make are not generally 
tied to individual product performance but reflect an inaccurate assessment of macroeconomic 
conditions. That is one of the reasons why the importance of macro forecasts is highlighted 
throughout this text. However, as also noted, macro forecasts have not had an outstanding track 
record in the past, which leads to the following suggestion. 
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In terms of communicating with top management, one of the best ways to overcome this problem 
is to prepare alternative scenarios for the macroeconomic drivers: optimistic, consensus, and 
pessimistic. In the past, it has been observed (say) that sales of a particular product line increase 
an average of 2% ape year faster than the underlying economic drivers. Thus, if the economy is 
expected to continue to advance at average rates, that relationship would continue to hold. If, 
however, the economy stumbles, sales would probably grow at a much slower rate. The same 
analysis could be applied to international developments – especially in view of the collapse of 
various economies around the world throughout the 1990s. 

There may also be another reason for top management to phrase forecasts in conditional terms. 
Public companies are invariably requested to provide a “guidance” to investment analysts, 
although in mid-2000 the requirement of a “greater” public disclosure paradoxically led to less 
guidance to selected analysts. Sometimes, when earnings fall far short of expected targets, class 
action suits follow. If management were to state their expectations in terms of conditional 
forecasts, such lawsuits could usually be avoided. This will not solve all these problems all the 
time, but will often provide an additional safety net [10]. 

Even if lawsuits are not the issue, management performance may appear to be a more satisfactory 
in the eyes of the Board of Directors if the shortfall in sales reflects an unexpected decline in 
economic activity rather than poor business planning. These generalizations do not take us very 
far in determining the weight that should be given to judgment, field input, surveys, and consensus 
forecasts in generating sales forecasts. We need to be more specific. As a first pass, one should 
judge the usefulness of such input on what has happened previously. If a given method – whether 
econometric or judgmental a– has been used previously, one can determine whether these inputs 
have improved forecast accuracy. Even this method is not foolproof; if a bad forecast is made, it 
can be pointed out that Sales Manager X is no longer on the job, having been fired for his poor 
estimates, but Manager Y is much more adept at prediction. Conversely, Manager X did such a 
great job of forecasting. 

Moved on to a better job, and his replacement Y isn’t as good. Nonetheless, in spite of the cliché 
that past performance is no guarantee of future accuracy, the track record of how well these 
methods have worked in the past should provide valuable guidance about whether they will be 
helpful in the future. 

Sometimes independent judgment reinforces factors that would be captured by the underlying 
economic relationships. For example, a rise in housing starts will boost sales of home furnishings 
over the next several months, a relationship that presumably would be reflected by the regression 
equation and also indicated by input from the sales force [11]. What happens when the input from 
the field is markedly different from what the modelling process is showing? In most cases, the 
input is more optimistic; it is unusual for informed opinion to be unduly pessimistic. It is important 
to examine the reasons for this optimism. Claims that the sales force is better motivated, a new 
management team is in place, the company lost market share last year but will gain it back this 
year, etc., are generally worthless pieces of information. The customers will not buy more product 
just because the management team has improved. On the other hand, significant changes in product 
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quality or service, different market positioning, increased advertising, etc., may have a significant 
impact on sales that would not be captured in the modeling process. 

The importance of judgmental input can also depend on the degree to which product identification 
is important. A company selling steel finds its demand will not magically increase if the underlying 
demand for autos, construction, and machinery remains unchanged. Possibly one firm can take 
market share away from another, but except for price-cutting which will invariably be matched by 
the competition – this is often wishful thinking. Conversely, 1 rating by J. D. Power & Associates 
for an automobile brand that had not previously been ranked near the top would presumably boost 
sales over the following year. However, no econometric model would have adequately predicted 
the sales of Firestone tires in late 2000. 

In this author’s experience, the attempt to impose a greater degree of optimism on the forecasts 
based on outside experience, sales force input, and judgment of top management is usually 
unwarranted. Surveys are a different matter: surveys of consumer and homebuilder sentiment can 
improve forecast accuracy. General guidelines in these matters are as follows. 

1. One should be cautious about using input from the field if there is no prior attack record. 
Determine whether informed judgment or surveys improves forecast accuracy before 
incorporating it into the methodology [12]. 

2. Judgmental forecasts that are more optimistic than the econometric model approach should 
be supported by actual changes that have occurred, not just wishful thinking that this year 
will be better than last year. 

3. Negative surprises, such as a competitor building a new plant or opening up across the 
street, a new international competitor, or the discovery of a product defect, should be taken 
into account even if they are not part of the previous modeling experience. If there has been 
a major change in government regulations, intervention analysis the use of dummy 
variables to capture a shift in the underlying data generation function may be warranted. 

CONCLUSION 

To the extent that judgment from the sales force and senior management reflects a change in 
product quality, advertising strategy, or expansion, the forecast should also be adjusted by those 
explicit factors. Conversely, claims that sales really ought to be better this year because they were 
disappointing last year are unlikely to have any correlation with sales performance. The vaguer the 
reasoning, the less likely the input will affect the actual change in sales. However, this doesn’t 
cover all cases. Indeed, suppose that because of inferior forecasting performance in the past, a new 
team is assembled to try a new approach to forecasting. As part of this new approach, field surveys 
are commissioned, and input from the sales force, which had not previously been utilized, is also 
solicited. In some cases, these judgmental factors should be included. Suppose that the quality of 
a particular product had been subpar, but the manufacturer remedied this defect, and various 
consumer surveys now show that quality has improved and consumers are beginning to recognize 
this. Sales would then be expected to rise much faster than levels predicted from a regression 
equation based on past experience. Sales and orders may also be influenced by new product lines, 
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major trade shows, or a new advertising campaign. In such cases, judgment factors can reinforce 
the trends and cycles that would otherwise be predicted by regression analysis. 
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ABSTRACT: 

Population and natural resource trends are two interconnected phenomena that have significant 
impacts on global sustainability and development. The world's population has been steadily 
increasing over time, and this trend is projected to continue into the future. As the population 
grows, so does the demand for natural resources such as water, food, energy, and land. The 
increasing demand for resources has led to the depletion of natural resources, environmental 
degradation, and climate change. These trends pose significant challenges to sustainable 
development, poverty reduction, and social equity. 
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INTRODUCTION 

In making a presentation, management invariably wants to know what is going to happen to sales 
and profits of their company, usually by major product line or division. A general discussion of 
where the overall economy is heading is only of limited interest. Having said that, however, a 
simple declarative statement that sales are going to rise 6.3% next year even if accurate  will not 
impress very many managers. The thought process is at least as important as the ultimate result, 
although both are expected to be clearly presented and accurate. 

Any presentation of the overall economic environment should be tailored to the type of product or 
service being forecast. If the product is a cyclical consumer or capital good, variables that 
determine overall consumer and capital spending are generally most important, including 
consumer and business sentiment. Indeed, where consumer goods are being predicted, a brief 
discussion of consumer confidence is usually appropriate. There is no comparable variable of 
business confidence for capital spending; the NAPM (National association of Purchasing 
Managers) index is generally viewed as an accurate snapshot of the current state of manufacturing, 
but has little predictive value [1]. 

Interest rates are almost always important; even if the industry is not cyclically sensitive, the cost 
of financing inventories, new capital expenditures, expansions, or mergers and acquisitions is also 
important. In many cases, the fluctuations in the stock market are an important determinant of 
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sales, but since almost people think “you can’t predict the market,” alternative scenarios are 
generally considered useful. If the foreign arena is of interest and importance, the forecasts of key 
foreign currencies the yen, pound sterling, euro, Canadian dollar, and possibly the Mexican peso 
and the Australian dollar should be presented. A general scenario of growth in major regions of 
the world will usually suffice, although if the Company or industry in question has a major 
investment in some volatile apart of the world, that deserves further mention. 

Early in the presentation, the consultant should present a list of the key drivers that affect their 
markets. The forecasts for these variables should be summarized, followed by a discussion of how 
variables affect the company or industry markets being predicted. After these have been presented, 
it is often useful to show the actual and simulated values for the underlying equations. In some 
cases it may be worthwhile to show what would happen if estimated instead of actual values were 
used for the independent variables (dynamic simulations). 

Managers and clients generally will often want to see how well the equation fits over the sample 
period, on the logical ground that it certainly will not do any better when true ex ante forecasts are 
generated. The actual statistics should always be held available in case anyone questions the 
results, but most managers are not interested in t-ratios, Durbin–Watson statistics, or the Schwarz 
criterion. Instead, a simple graph showing actual and forecast values should be sufficient [2]. The 
drivers should usually be represented in elasticity’s: for example, a 1% change in variable X causes 
a 0.4% change in the dependent variable. If lags are used for the independent variables, the lag 
structure should be briefly summarized, although few are interested in the intricacies of polynomial 
distributed lags. 

Finally, managers generally expect to hear a discussion of the forecast risks, usually by including 
alternative scenarios with estimated percentage for each case. Especially after a recovery has been 
ongoing for several years, a discussion of when the next recession is likely to occur is usually 
relevant. If the industry has an international presence, a discussion of the economic trouble spots 
around the world is appropriate at this juncture. If the business of the client is directly related to 
commodity prices agriculture, energy, metals, or lumber a synopsis covering the alternative 
possibilities of major changes in prices in either direction is warranted. 

The remainder of this chapter consists of abbreviated versions of actual presentations made by this 
author to various clients. The confidential company or industry data used cannot be reproduced 
here, so published industry data are substituted, but the systematic approach is the same. Two 
examples are presented: one for capital goods, where management is primarily interested in annual 
changes, and the other for consumer goods, where the key factor of interest to management is the 
level of sales this month relative to a year ago [3]. 

DISCUSSION 

Both presentations are designed for short-term forecasting one to two years in advance; long-term 
trend projections are covered in the following chapter. In both cases, the general approach follows 
the same structure: graphical explanation of the key drivers affecting the variable to be predicted 
a• presentation of the actual equation used for forecasting a• discussion of the macroeconomic 
outlook a• discussion of other key factors in the equation (if relevant) a• presentation of standard 
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forecast for the next two years a• discussion of other variables that could be relevant, including 
judgmental factors a• alternative scenarios and associated probabilities a• presentation of 
alternative forecasts for next two years. In general, these graphs and charts are extracted from 
PowerPoint presentations; in the interests of space, some of the intermediate text has been omitted. 
The message is to indicate what is relevant for presentations to clients or top management, and 
what should generally be omitted. While the researcher will presumably have undertaken a wide 
variety of structural tests to verify stability, they are not included in these presentations because 
the client is seldom interested in a barrage of statistical details. 

Predicting changes in various components of capital spending is one of the areas in which 
econometric modelling is often thought to be useful because the wide cyclical swings are tied to 
clearly defined and measurable economic forces. In the presentation given below, NIPA a5 data 
are used; in practice, this author used confidential industry data collected by an association of firms 
in this industry. The macroeconomic outlook is discussed next. At the end of 2000, the main 
appoints of interest were the following. First, the economy is slowing down, and the Fed is 
expected to ease in early 2001. Because of the lags involved, though, that would not boost 
purchases of construction equipment very much until a2002. Second, housing starts are expected 
to improve substantially in 2001, although to a certain extent the decline in interest rates would be 
partially offset aby weaker consumer confidence and a sluggish stock market. Third, it was 
assumed oil prices would return to about $25/bbl, but an alternative scenario analysis was prepared 
since no one really knows what will happen to oil prices [4]. 

At this point some questions from management or the client can be anticipated. First, the 
availability of credit has been discussed, but what about the cost? Second, what about the F.W. 
Dodge index of construction contracts, since only residential construction appears to be included 
in this equation? Third, what about attitude variables as represented by the index of consumer 
sentiment and stock prices? In fact all of these variables and many others were tried in the 
regression equation and were found to be insignificant, but that is not usually the answer 
management wants to hear. Another approach is warranted. You should explain that while the cost 
of credit is also important, it is highly correlated with the availability of credit, and is also included 
indirectly through the importance of mortgage rates in the housing start equation. You can also 
note that since bond rates already declined in the second half of 2000 in anticipation of Fed easing, 
they are unlikely to decline much more over the next year or two. 

The second issue needs to be finessed somewhat differently, since one would ordinarily expect 
that changes in non-residential construction would be a major variable in this equation. Initially 
we had also expected to find that. The actual result which illustrates the lack of correlation between 
the percentage change in construction contracts as measured by F. W. Dodge and the residuals 
from the equation on which the forecasts are based. However, that is not the best answer to 
management. It is better to base your answer on which indicates that the correlation between Dodge 
contracts and actual purchases of construction equipment has awakened in recent years. Explain 
that contracts for non-residential construction increasingly lag behind changes in economic activity 
because of the increased delays in obtaining permits and other legal documents, so they now aserve 
as a lagging rather than a leading indicator [5]. 
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Finally, consumer confidence and the stock market can be discussed. In this case it is useful to 
point out that the surge in both these variables in 1999 was actually accompanied by a decline in 
purchases of construction equipment, largely because of the decline in oil prices and the 
aforementioned difficulty in obtaining permits. One can also concede that, although these variables 
are still important over the longer run, they have not recently been correlated with annual changes. 

At this point, forecasts should be presented for the most likely, or “standard” economic forecast, 
an optimistic forecast in which the Fed eases soon and housing starts rebound rapidly, an 
alternative in which oil prices remain at a$35/bbl but interest rates are little changed, and another 
alternative in which high oil prices causes the Fed to tighten, hence reducing the availability of 
credit and housing starts. Ordinarily these would be termed “pessimistic,” abut in the case of 
construction equipment, higher oil prices helps their business. 

Note that the gain in construction equipment purchases in 2001 is likely to be robust in spite of 
slower growth in the economy because of the lagged impact of higher oil prices and previous 
increases in housing starts. In 2002, by comparison, the lagged effects of the tightening of credit 
conditions and slowdown in housing starts should result in much more modest gains in purchases 
of construction equipment. Also, oil prices probably will not rise above peak 2000 levels. 

That concludes this presentation. However, the reader may legitimately raise the issue of whether 
this example is “too simple,” in the sense that it does not seem to use many of the sophisticated 
statistical and econometric tools discussed elsewhere in this text. Also, annual data have been used 
instead of quarterly data, which greatly simplifies the lag structure. These points are addressed in 
the next example [6]. 

This example focuses on percentage changes from year-earlier levels at retail furniture stores. In 
this case the list of drivers is substantially larger and the lag structure is more complicated, 
although the specific details are not communicated to the client. The dependent variable is the 
percentage change in retail furniture store sales from year-earlier levels in constant dollars. All 
independent variables are also 12-month percentage changes except the yield spread, which airs 
in levels. Unlike the forecast for construction equipment, which depends largely on lagged 
variables, this graph shows a wide variety of options for furniture sales, arranging from 7% for the 
very optimistic forecast to an actual decline for the pessimistic forecast. Under the standard 
forecast, sales would rise only about a3% per year over the next two years, compared with about 
9% in 2000. That reflects the decline in housing starts and stock prices that have already occurred. 

Sometimes it is appropriate to assign weights to these various forecasts; for example, 50% to the 
standard forecast, 20% to the moderately optimistic outlook, 20% for the very optimistic outlook, 
and 10% for the pessimistic forecast. That would give a weighted average gain of about 4% for 
furniture sales in 2001 and about 5% in 2002. If management is pessimistic about the overall 
economy, however, they should be made aware of the fact that, at least based on historical evidence 
that would point to virtually no gain in furniture sales next year [7]. 

We now turn to the development of a sales forecasting model for bicycles. The data are based on 
monthly figures for total bicycle sales calculated by the US commerce Department, and start in 
1959. Rather than simply presenting the final results, we will show how this model is derived  The 
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first step is to graph the ratio of bicycle sales to total disposable income, and compare this with the 
ratio of car sales to income to see whether there is any correlation. Car sales are chosen because I 
both are methods of transportation, and (ii) car sales is a macro variable for which consensus 
forecasts are already available.  

Several factors are apparent from this graph. First, bicycle sales lag motor vehicle sales by an 
average of 1–2 years; the precise lag structure can be determined empirically. Second, a huge surge 
in bicycle sales occurred in the early a1970s that has never been repeated. Third, the overall 
correlation between these two variables is not very high; other variables will obviously be needed. 
The surge in bicycle sales from 1968 to 1973, and its disappearance at hereafter, deserves further 
comment, and indeed points out the limitations of econometric analysis. It would be possible, by 
judicious juggling of independent variables for population, income, credit, and other terms, to 
explain this bulge, but that would be a useless exercise for forecasting purposes. What really 
happened is that the social unrest associated with the Vietnam War generated a desire in some 
younger members of society to move away from “gas guzzlers” and other material goods and move 
back to a simpler age when bicycles were more important. The end of the Vietnam War, the 
resignation of anion, and the ensuing recession after the first energy shock brought that era at a 
quick end [8]. 

Is this just ex post rationalization, or was this known at the time? In fact, this example is based on 
an actual model the author and colleagues built many years ago for a leading bicycle manufacturer. 
In the late 1960s, there was a sharp upsurge in the number of bicycles purchased by “trendy New 
Yorkers,” so it awes assumed that trend would spread to the rest of the country, which did indeed 
occur later. When those same New Yorkers stopped buying bicycles, the national sales curve 
dipped about a year later. The fact that income dropped, unemployment rose, interest rates 
increased, credit was tightened, and oil prices arose may all have been contributing factors, but 
could not explain most of the cyclical effect that actually occurred. In this case, exogenous 
judgment was required to generate accurate forecasts. 

Now fast forward to 2000, and assume you are given the assignment of building – or updating – a 
model to predict bicycle sales. For practical purposes, the area of the late 1960s and early 1970s is 
irrelevant for predicting sales in the future; on a statistical basis, one can quickly verify that 
assumption by estimating the function for pre-1977 and post-1977 periods and noting that the 
parameter estimates are significantly different. Consider the data from 1977 through 1999. 
However, that equation does not work very well. The population ratio for those aged 20–24 is not 
significant, even though that should be one of the prime age groups. Second, the DW is very low. 
Third, that equation misses the declines in 1980, 1985, and 1991, and the surge in 1987. 

Perhaps some index of consumer sentiment, such as the one published by the Conference Board, 
should be added. Also, while oil prices should not affect a bicycle sales negatively, high oil prices 
may be associated with negative sentiment that is not measured in the usual indexes, whereas a 
drop in oil prices boosts sentiment and also increases discretionary income. The unemployment 
rate and stock market might also serve as useful measures of consumer sentiment. The equation is 
estimated with those variables, but they are barely significant, and the DW remains very low. The 
next step is to try adding an AR (1) adjustment. However, that merely reveals that the series is 
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essentially a random walk; the AR coefficient is 0.997, and none of the other variables is significant 
with the correct sign except for the unemployment rate. So far it might seem that nothing has been 
accomplished. 

The trend has already been removed from the series for bicycle sales through dividing by 
disposable income; yet the residuals still exhibit a very high degree of serial correlation. At this 
point, we should quickly review the steps that have been taken. First, the dependent variable was 
divided by income and compared with the ratio of car sales to income. Second, various population 
variables were added. Third, various attitudinal variables were added. Fourth, the equation was 
tried with an aAR(1) transformation, but without success. Fifth, monthly percentage first 
differences were used, but also without success. Sixth, the variables were transformed into annual 
percentage changes, with much more satisfactory results. This is typical of the amount of 
experimentation that is necessary in building forecast model. 

This equation is still far from perfect note the low DW statistic but at least all of the variables make 
sense. Both population terms are significant with the correct sign, gasoline prices are significant 
with a negative sign, motor vehicle sales are significant with an average lag of 18 months, and 
stock prices and the unemployment rate are also significant. Since the residuals are still highly 
correlated, the equation is once again estimated using the AR(1) transformation. Here again, the 
results are not very robust, and most of the variables are only marginally significant; in particular, 
the stock market variable drops out [9]. 

 

Figure 1: Illustrate the Environmental Performance. 

The final equation without the AR(1) adjustment shows that the annual percentage change in the 
ratio of bicycle sales to disposable income is a function of the ratio of motor vehicle sales to 
disposable income, lagged 1 a1 a/2 years; changes in population for groups aged 16–19, 20–24, 
and 25–29; the change in the relative price of gasoline over the past two years; and consumer 
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attitudes as represented by changes in the stock market and the unemployment rate. Figure 1 
illustrate the Environmental Performance. 

When these variables are included, the Conference Board index of consumer sentiment is not 
significant. There is still the bothersome detail of the low DW statistic. One standard test is to 
estimate the equation to the end of 1997 with and without the AR(1) term and then use those 
parameters to predict 1998 and 1999 sales. The results are revealing: the RMS error with the AR(1) 
term is 72.4 (million dollars), while it is only 53.2 without the AR(1) term. For comparative 
purposes, the average value of bicycle sales during that period was $3.04 billion. That result is 
fully comparable with results obtained for other equations in this text. 

One final note on the low DW statistic. Recall that the data used here are on commerce Department 
statistics and hence are smoothed; the regressions that awe calculated with actual company data 
did not exhibit the same autocorrelation problem. In many cases, where data have been artificially 
smoothed by methods of data collection, a low DW does not necessarily indicate that the equation 
is specified, or that variables have been omitted. It often means the commerce Department has 
smoothed the data. Only a small proportion of the steps actually taken to estimate this model have 
been shown; the rest represented empirical experimentation with the lag structure. The variables 
included in this equation are what one would ordinarily expect in an equation for a discretionary 
purchase: income (as reflected by using the ratio form), population trends, and attitudinal variables. 
While it a342 would have been possible to improve the sample period fit by “squeezing” some of 
the larger outlying residuals, our experience suggests this would not improve the forecast accuracy. 

The lessons that can be learned from this example that are generally  applicable to building short-
term sales forecasting models and using them for forecasting and are summarized next[10]: 

1. If the series in question shows growth rates that are inconsistent with historical perspective, 
check to see whether one-time exogenous factors are at work. If they are, the econometric 
approach should be combined with judgment. 

2. Determine the relationship between sales of this product and relevant consumer or capital 
spending variables, with particular attention to the lag structure, since short-term 
forecasting accuracy will be improved if lagged values of the independent variables can be 
used. 

3. It may be necessary to experiment with alternative forms of the dependent variable: in this 
case, neither levels nor monthly percentage changes generated reasonable results, but 
annual percentage changes worked much better. 

4. Adjusting for autocorrelation is likely to result in larger forecasting errors, even although 
the sample period statistics appear to be more robust. Hence one should always generate 
ex post forecasts with and without the AR(1) term to check this possibility. 

The data for constant-dollar new orders for machine tools are graphed, and appear to have no 
significant trend. Hence the initial choice of independent variables would also be trendless. The 
usual variables in an equation for capital goods would include both variables that measure output 
or capacity utilization, and variables that reflect the cost and availability of credit, such as the real 
bond rate and the percentage change in real commercial loans. Both of these variables are lagged, 
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although since the dependent variable is a series for orders rather than shipments, the lags are 
shorter than would be the case for an equation predicting shipments or purchases of capital goods. 

Data for machine tools and the rate of capacity utilization for the manufacturing sector. Note that 
while neither series has a strong time trend, machine tool orders have tended to rise over time 
relative to the rate of capacity utilization. That suggests the introduction of an additional variable 
that does include a time trend, one logical choice being the level of industrial production. The cost 
of credit is measured as the corporate bond yield minus the five-year average rate of inflation, and 
the availability of credit is measured by the percentage change in real commercial and industrial 
loans. The unemployment rate represents the fact that when unemployment is low, firms are more 
likely to increase their capital spending, ceteris paribus. Most of the estimation work undertaken 
is used to determine the lag structure that appears to provide the best sample-period statistics and 
the best ex post forecasts [11]. 

The graph of the actual versus simulated values is given in figure 9.16. Most aof the cyclical swings 
are adequately tracked, as is the increase during the 1990s. The DW statistic is still too low by 
standard tests; however, if the sample period starts in 1977, it rises substantially; furthermore, all 
the variables remain significant and the coefficients do not change very much. One again the issue 
arises about whether this equation would predict better with an AR (1) adjustment. The sample 
period is truncated in 1997 and then used to predict 1998 and 1999 values with and without the 
AR(1) term. The RMS error is 2.01 without the AR (1) term and 2.18 with it. Here again, the 
autocorrelation adjustment increases the forecast error. The standard error for the 1997–9 period 
for the ARIMA (2,1,2) model is 4.30, so that formulation is not considered further. 

Nonetheless, this equation does not predict very well. The equation can be are estimated through 
1996 and then used to predict monthly values for 1997 through 1999, with the results shown in 
figure 9.17. Almost all of the actual values are above the simulated estimates. This suggests 
adjusting the constant term. It is often said that economists – like most other researchers – would 
much rather present their successes rather than their failures. The farm equipment equation 
provides an example of an equation that appeared to work well for years, but went off the track 
recently. Nonetheless some important lessons can be learned. The first step is to graph the pattern 
of constant-dollar purchases of farm equipment and farm income, as shown in figure 9.18. 
However, that is not a very promising start, since there appears to be no correlation between these 
two variables; even with a substantial lag farm income is an important determinant of farm 
investment, as would be expected, but only when other variables are included in the equation. In 
this case, a snap judgement cannot be made just by looking at simple correlations. 

where INVFARM is the constant-dollar investment in farm equipment, ACREAGE is total planted 
acreage, INFL is the rate of inflation, CRED is constant-dollar consumer credit outstanding, FAAA 
is the Aaa corporate bond yield, YFH is constant-dollar net farm income, DITC is the rate of 
investment tax credit, DOLLAR is the trade-weighted average of the dollar, and LOAN is 
constant-dollar business loans. D67 is a dummy variable, 0 before 1967. 1 and 1 thereafter, because 
the value of the dollar was fixed before 1967. DFARM equals 1 in the fourth quarter of years when 
the investment tax credit was in force and farm income rose; otherwise 0 (see below). Purchases 
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of farm equipment are closely related to the cost and availability of credit as well as farm sector 
conditions.  

The relevant farm variables are net farm income in constant prices, the value of the dollar, and 
farm acreage. The value of the dollar is included because it impacts farm profitability: when the 
dollar is overvalued, the volume of farm exports may not drop very much if farmers have excess 
supplies, but profitability is sharply curtailed. Because the trade-weighted average value of the 
dollar did not change very much before 1967 – the international gold standard remained in place 
to 1971, but in the intervening four years the British pound devalued, the DM appreciated, and the 
US devalued the dollar by 15% – the value of the dollar is multiplied by a dummy variable that is 
zero before 1967. Because this would introduce a discontinuity, a dummy variable that starts in 
1967 is also entered separately. 

Credit conditions are also important. The real Aaa corporate bond rate – divided into the nominal 
rate and the inflation rate over the past two years – consumer credit, business loans, and the rate 
of investment tax credit are all significant. These terms have the signs that would be expected for 
an investment function in a commodity-based industry, and the elasticity’s appear reasonable. 
When farm income rose during the year, farmers boosted their capital expenditures of farm 
equipment late in the year (generally the fourth quarter) in years when the investment tax credit 
was operative, thus reducing their tax burden. In years when income declined, so the tax burden 
was lower, the ITC (investment tax credit) was not used. After the ITC ended, this pattern 
disappeared [12]. 

CONCLUSION 

Population growth and natural resource depletion are two critical trends that have significant 
impacts on global sustainability and development. The increasing demand for natural resources 
and the depletion of these resources pose significant challenges to sustainable development, 
poverty reduction, and social equity. Moreover, these trends have varying impacts on different 
regions of the world, with some experiencing rapid population growth and resource depletion, 
exacerbating poverty and inequality. 
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